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1

Design of Wideband Elliptical Ring 

Monopole Antenna Using Characteristic 

Mode Analysis

Dr.A.Maheswara Rao ECE
Journal of Electromagnetic Engineering 

and Science
2021 671-7263

http://jees.kr/upload/pdf/jees-2021-

4-r-37.pdf

2

Artificial Neural Network Based SIW 

Bandpass Filter Design Using 

Complementary Split Ring Resonators

Mr R Ranjith Kumar ECE
Progress In Electromagnetics Research 

C
2021 1937-8718

https://www.jpier.org/PIERC/pierc1

15/20.21072305.pdf

3

Tumor Detection In Skin Using 

Electromagnetic Band Gap Structure 

Antenna

Dr V Prakasam ECE
International Research Journal of 

Engineering and Technology (IRJET)
2021 2395-0072

https://www.irjet.net/volume8-

issue8

4
Intelligent High Tech Street Lightning Pole 

for Smart City
Dr M Venkatesan ECE

Annals of the Romanian Society for 

Cell Biology
2021 1583-6258 

https://www.annalsofrscb.ro/index.

php/journal

5

Performance Analysis and Development of 

printed circuit Microstrip Patch Antenna with 

proximity coupled feed at 4.3 GHz (C-band) 

with linear polarization for Altimeter 

Application

Dr V Prakasam ECE
International Journal of Computing and 

Digital Systems (IJCDS)
2021 2210-142X

https://journal.uob.edu.bh/handle/1

23456789/4205

6
Plant Leaf Detection Using Convolutional 

Neural Networks 
Mr K Penchalaiah ECE

International Journal of Analytical And 

Experimental Modal Analysis
2021

0886-9367

http://www.ijaema.com/VOLUME-

XIII-ISSUE-XII-DECEMBER-

2021/

7 Segmentation Based Image Steganography Mr K Penchalaiah ECE Asian Journal of Current Research 2021 2456-804X 
https://ikprress.org/index.php/AJO

CR/article/view/7559

8
FPGA based CHOS based bitwise dynamical 

PRNG using seed generation
Mr. V.Narayana Reddy ECE

Journal of Information and 

Computational Science
2021 1548-7741

https://drive.google.com/file/d/1d_

XUbFQCDAq2K7TFeVBiH15Kbc

8EFBLh/view

9
Class Oriented Common Object Mapping In 

Digital Images
Mr K Penchalaiah ECE

Journal of Information and 

Computational Science
2021  1548-7741

http://www.joics.org/VOL-11-

ISSUE-10-2021/
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10

A Novel Approach For Under Water Image 

Enhancement Using CFA And Robust 

Retinex Model

Mr K Penchalaiah ECE
Journal of Information and 

Computational Science
2021  1548-7741

http://www.joics.org/VOL-11-

ISSUE-10-2021/

11

Different Feeding Techniques of Elliptical 

Patch Antenna at X Band for Radar 

Applications

Dr V Prakasam ECE
International Journal of Computing and 

Digital Systems
2022 2210-142X

https://journal.uob.edu.bh/handle/1

23456789/4210

12

Analyzing the Effect of Uncertainty in Low 

Power SRAM Cells using Artificial 

Intelligence Technique

Dr M Venkatesan ECE Journal of Uncertain Systems 2022 1752 8909
https://www.worldscientific.com/do

i/10.1142/S1752890922420016

13

Analyzing the Effect of Uncertainty in Low 

Power SRAM Cells using Artificial 

Intelligence Technique

Dr N Satheesh Kumar ECE Journal of Uncertain Systems 2022 1752 8909
https://www.worldscientific.com/do

i/10.1142/S1752890922420016

14

Analysis of a Compact 4-shaped Annular 

Ring Ultra Wideband Antenna Using 

Characteristic Modes

Dr.A.Maheswara Rao ECE
 Intl Journal of Electronics and 

Telecommunications
2022 2081-8491

https://yadda.icm.edu.pl/baztech/

element/bwmeta1.element.baztec

h-77e87446-cc1c-4989-b8b7-

9d9b5f5b6f33/c/229_Analysis_of_

a_Compact_3399-11428-1-PB.pdf

15

Hexagon Shape SIW Bandpass Filter with 

CSRRs Using Artificial Neural Networks 

Optimization

Mr R Ranjith Kumar ECE
Progress In Electromagnetics Research 

C
2022 1937-8719

https://www.jpier.org/PIERL/pier.p

hp?paper=22031901

16 New IOT Ecosystem frontier-A Survey Dr G Vijay Kumar CSE
International Academy of Science, 

Engineering, and Technology
2021 2278–9960

https://www.iaset.us/download/ar

chives/28-04-2021-1619594112-6-

%20IJCSE-4.%20IJCSE%20-

17
A Study of Bandwidth Consumption Gains 

for Improving Smart Grid Qos
Dr G Vijay Kumar CSE International Journal of CSE 2021 2278–9960

https://www.iaset.us/download/ar

chives/21-09-2021-1632222352-6-

%20IJCSE-abstract-

2.Abs.%20%20IJCSE%20-

18
An efficient method to prevent should side 

attacks using machine learning techniques
B Murali Krishna CSE

Journal of InterDesciplinary cycle of 

research
2021

19
An efficient analysis of crop yeild prediction 

using deep learning
B Muralikrishna CSE

The journal of Analytical and 

experimental model analysis
2021

20

IOT based application case-study for 

transmission of sleep apnea patients video 

with Sound

Dr G Vijay Kumar CSE PARIPEX-Indian Journal of Research 2021 2250 - 1991

https://www.worldwidejournals.co

m/paripex/fileview/iot-based-

application-casestudy-for-

transmission-of-sleep-apnea-

https://journal.uob.edu.bh/handle/123456789/4210
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21
Implementation of Real Time Recommender 

System Using Product Quantization
PVN Rajeswari CSE Design Engineering 2021

https://drive.google.com/open?id=

1t81soAknSkYJ0MMFkKy1huRWSJs

VaXct

22
Implementation of Real Time Recommender 

System Using Product Quantization
PVN Rajeswari CSE Design Engineering 2021

https://drive.google.com/open?id=1

EfLAFFIqSXlakcKRBZIq8H_-8-

6VuRQ5

23
Detection of Spam in Iot Devices Using 

Machine Learning
PVN Rajeswari CSE Design Engineering 2021

https://drive.google.com/open?id=1

xAB2J11RyBVlT-

BaS752N4xsXivpcowC

24
An Android Based Mobile Application for 

Women Security
PVN Rajeswari CSE

The International journal of analytical 

and experimental modal analysis
2022

https://drive.google.com/open?id=1

4IuBp1QDLujcrRN5d6267qozcvK

d372z

25

Effective intrusion detection system using 

concept drifting data stream and support 

vector machine

PVN Rajeswari CSE
Concurrency and Computation-practice 

and experience (Wiley and sons)
2022

https://drive.google.com/open?id=1

a-3Fv-

XGS0HiHhvRJubJKU8cWqea8cgt

26
Intelligent Financial Fraud Detection Using 

Node2VEC and Machine Learning Models
PVN Rajeswari CSE Advanced Engineering Sciences 2022

https://drive.google.com/open?id=1

ozfqvWR7G032sSyQ7Wb5ckzfRs

W3kviX

27
A Fraud Detection Model for Online Product 

Reviews Using Machine Learning
PVN Rajeswari CSE Advanced Engineering Sciences 2022

https://drive.google.com/open?id=1j

BAvuARkSu3Ul4xyCI0ZRWHZo

VjF6NdK

28

Comparative Analysis of Deep Learning 

Models in Depression Detection Using EEG 

Data

PVN Rajeswari CSE Advanced Engineering Sciences 2022

https://drive.google.com/open?id=1

ZHVtTqObXZCN5GJxoc-g6tIFw-

MgvpAV

29
A Fraud Detection Model for Online Product 

Reviews Using Machine Learning
J Murali CSE Advanced Engineering Sciences 2022

https://drive.google.com/open?id=1

DquJ82yU5W19SGyeEW-

3fUDei5HBAylR

30

Comparative Analysis of Deep Learning 

Models in Depression Detection Using EEG 

Data

J Murali CSE Advanced Engineering Sciences 2022

https://drive.google.com/open?id=1

bnjk7vIiZBadPQY2FkWzLRLau5a

_-ETv

31
Intelligent Financial Fraud Detection Using 

Node2VEC and Machine Learning Models
J Murali CSE Advanced Engineering Sciences 2022

https://drive.google.com/open?id=1

g0V0IdjrWUsjpmXva44xM1TBp

Wcz_Peu

32

Comparative Analysis of Deep Learning 

Models in Depression Detection Using EEG 

Data

Ch Venkateswarlu CSE Advanced Engineering Science 2022

https://drive.google.com/open?id=1

EZcT5stD9ROlIgK87uQCHKQCL

1OOXXFU

https://drive.google.com/open?id=1t81soAknSkYJ0MMFkKy1huRWSJsVaXct
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33
Intelligent Financial Fraud Detection Using 

Node2VEC and Machine Learning Models
Ch Venkateswarlu CSE Advanced Engineering Science 2022

https://drive.google.com/open?id=1

UIzlmYeSeHI6pLLQzPq_iVmWG

eg8QXH4

34
A Fraud Detection Model for Online Product 

Reviews Using Machine Learning
Ch Venkateswarlu CSE Advanced Engineering Science 2022

https://drive.google.com/open?id=1t

VMkk00zZqa2hpq1sXqm_vGPdpo

G3E5q

35
Intelligent Financial Fraud Detection Using 

Node2 VEC and Machine Learning Models
Ch Venkateswarlu CSE Advanced Engineering Science 2022

https://drive.google.com/open?id=1

36W4x9VnZemTtmtvYOcxIiwJljz

kFR8R

36
IOT Based Prepaid Energy Meter WithData 

Acquisition Using GSM And Node MCU

Dr V Madhusudana 

Reddy
EEE

International Journal of Advanced 

Research in Science and Technology 
2021 2581 – 4575

https://www.ijarst.in/public/uploads

/paper/146751634137463.pdf

37

An Advanced Filter Topology and Effects for 

compensating common Mode Voltage in 

Vehicular Induction Motor Drives

A.Bakthavachala EEE
Journal of Emerging Technologies and 

Innovative Research
2022 2349-5162

https://www.jetir.org/papers/JETIR

2206264.pdf

38

Implementation  of  LMMN-Based  Adaptive  

Filtering  Method  For Control  Of  Single-

Phase  Solar Power  Generation  System 

With  Universal  Active  Power Filter 

A.Bakthavachala EEE
Journal of Information and 

Computational Science
2022 1548-7741

https://drive.google.com/file/d/1Z5k

D6h6K-

gCPjoc2IdZ1BiZxzErGdyo9/view

39

Implementation  Of  A Novel Controller  For 

Wind-PV-Diesel Based Standalone 

Microgrid

Dr V Madhusudana 

Reddy
EEE

Journal of Information and 

Computational Science
2022 1548-7741

https://drive.google.com/file/d/1C-

95Yj-hVKgRINgwcYTShS8yO7-

kbwr8/view

40

Design, Development & Analysis of Aircraft 

Droop Nose Ribs by Using Optimization 

Technique

K. Manikantesh ME

International Journal of Engineering 

Sciences & Research

Technology

2021 2277-9655
https://doi.org/10.29121/ijesrt.v10.i

5.2021.4

41
Engineering College Websites in Andhra 

Pradesh: An Evaluation Study
O. Seshaiah H&S

Journal of

Advancements in Library Sciences
2021 349-4352

http://sciencejournals.stmjournals.in

/index.php/JoALS/index

42

Common Coupled Fixed Points of 

Generalized Contraction Maps in b-Metric 

Spaces

N.Siva Prasad H&S
Electronic Journal of Mathematical 

Analysis and Applications
2021 2090-729X

http://math-

frac.org/Journals/EJMAA/Vol9(1)_J

an_2021/Vol9(1)_Papers/12)%20V

ol.%209(1)%20Jan.%202021,%20pp

43

Coupled fixed points of generalized rational 

type

Z-contraction maps in b-metric spaces

N.Siva Prasad H&S
International Journal of Nonlinear 

Analysis and Applications (IJNAA )
2022 2008-6822

http://dx.doi.org/10.22075/ijnaa.20

20.20566.2172

https://drive.google.com/open?id=1UIzlmYeSeHI6pLLQzPq_iVmWGeg8QXH4
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I. INTRODUCTION 

Recently, microstrip patch antennas (MSAs) have become 

more popular and attractive in mobile communication, global 

positioning system, satellites, military applications, and modern 

wireless systems due to their exciting attributes they are light-

weight, have low production costs, are low profile, have confor-

mal configuration, and are ease to integrate and fabricate [1]. 

Designing antennas with wideband characteristics is an im-

portant aspect to ensuring high data rates. However, microstrip 

antennas intrinsically have narrow bandwidth and low gain. 

However, practical applications currently require wider imped-

ance bandwidth and small antennas. Many approaches have 

been tried to improve the bandwidth of various microstrip an-

tennas [2–4]. These antenna designs have been performed 

through simulation and experimental studies. The initial design 

procedure was based on engineering experience and parametric 

research but was not carried out systematically. 

 The Theory of Characteristic Modes (TCM) was initiated 

by Garbacz [5] in 1965 and subsequently revised by Harrington 

and Mautz [6, 7] in the 1970s. TCM can provide physical in-

sights into the potential radiation properties of a conductive 

object. A conductive object naturally consists of characteristic 

modes (CMs), which are calculated numerically before using the 

source. Each CM consists of a characteristic angle or an eigen-

value that provides information about the mode resonance and 

resonant behavior. CMs depend only on the shape and size of 

the radiation element to govern the performance of the antenna 

design. TCM has been involved in the design of antennas for 

wireless applications [8]. 

The potential of TCM has been successfully extended to en-

hance the bandwidth of antennas including the bowtie antenna  
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Abstract 
 

This paper presents the systematic design of an elliptical ring monopole wideband antenna using characteristic mode analysis. The modal 

analysis is used to analyze the bandwidth and the radiation performance of the radiating patch. The resonance frequencies of three charac-

teristic modes are close to each other with similar modal current distributions and characteristic fields. These three characteristic modes 

are simultaneously excited by an effective feeding technique. The proposed model achieves wideband characteristics. The proposed model 

is printed on an inexpensive FR4 substrate with a size of 20 mm × 18 mm × 1.6 mm and has a wide impedance bandwidth of 124.4% in 

the range of 3.6–15.46 GHz. The prototype has been fabricated and the measured results show good agreement with simulated results. 

The antenna will cover WLAN, WiMAX, Wi-Fi, and X-band applications. 
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[9], an antenna with circular aperture [10], a dodecagonal-

shaped antenna [11], a circular ring antenna [12], and an H-

shaped slot antenna [13]. TCM was used to design a metallic 

loop wideband antenna with a size of 36 mm × 36 mm × 0.8 

mm, in which two CMs were combined to improve the imped-

ance bandwidth by 51.6% [14]. A combination of a dipole and a 

loop antenna with a size of 80 mm × 40 mm × 0.8 mm was 

proposed, in which a wide impedance bandwidth reached up to 

44.2% by simultaneous excitation of the first two modes [15]. 

TCM was used to analyze the resonance behavior of the rectan-

gular U-slot patch antenna with the various feed techniques, 

exciting the modes that contribute to the total radiation [16]. 

The size of the proposed model was 140.17 mm × 134.54 mm 

× 7.62 mm, which aimed to achieve a wide impedance band-

width of 96% by exciting three CMs such as 1, 3, and 4. These 

antennas have a complex feed structure to excite the desired 

modes and improve the antenna impedance bandwidth. The 

present paper aims to improve the bandwidth of a simple and 

small antenna structure by simultaneously exciting the first two 

modes with higher order modes using a simple microstrip feed 

technique.  

II. CHARACTERISTIC MODE ANALYSIS 

CM analysis is a process of solving an eigenvalue problem. 

The eigenvalues describe the radiation behavior of a radiating 

structure. Two important parameters involved in CMA for eval-

uating each CM of a given object are presented as per Chen and 

Wang [17]. 

Modal significance (MS) is represented as 
 

       MS = ଵ|ଵାఒ|, a real quantity. (1)
 

In this case, λ is real eigenvector and n is the index of the 

order of each mode. MS is an inherent characteristic of each 

mode, specifying the ability to connect each mode to external 

sources. It measures each mode’s contribution to the total elec-

tromagnetic response regarding a particular source. In some cas-

es, it is easier to use the MS in addition to eigenvalues to exam-

ine the resonance of a structure. Regions of the frequency spec-

trum with MS > 0.7 are considered significant modes that are 

suitable for radiation. Ideally, the perfect radiating mode should 

be MS = 1 for 𝜆 = 0. 

Characteristic angle (CA) is defined as 
 

       𝐶𝐴 = 180 − 𝑡𝑎𝑛ିଵ( 𝜆). (2)
 

CA can provide information about the behavior of the mode 

near the resonance. For CA = 180º, the mode will be resonant. 

CA values are between 90º and 180º or 180º and 270º; the 

modes are inductive or capacitive, respectively. For a good radia-

tor, the CA = 180º for 𝜆 = 0. 

III. CMA OF THE ANTENNA STRUCTURE 

The CMA of antenna structures was analyzed using a multi-

layer solver of the full-wave simulator. In the case of a multilayer 

solver, the radiating elements and ground plane were set as per-

fect electric conductors with a zero thickness, and the substrate 

component was set at loss-free with a thickness of 1.6 mm. 

CMA was applied to the antenna structure without a feed port. 

The basic structure of antenna-1 used for CMA is shown in Fig. 

1 with the x-radius and the y-radius of the ellipse set to 5 mm 

and 6 mm, respectively. The geometry of the antenna-1 consist-

ed of an ellipse-shaped patch and the partial ground plane, 

which were arranged on the top and bottom of the FR4 sub-

strate. 

The MS of the first six CMs is shown in Fig. 2. In this, 

modes 1, 2, 5, and 6 have large MS values at frequencies of 4.9, 

8, 14.6, and 12 GHz; these modes are good radiators. Modes 3 

and 4 have small MS values, so these modes are not good radia-

tors. Here, surface currents are only considered for the radiating 

patch. 
According to Fig. 3, the surface currents of the first six modes 

of antenna-1 are described as follows: 

ㆍMode 1 consists of medium current density at the bottom of 

the ellipse contour. 

ㆍModes 2 and 5 have more current density on the left and 

Fig. 1. Geometry of basic antenna-1. 

 

Fig. 2. Modal significance of the first six CMs of basic antenna-1.
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Abstract—A novel Artificial Neural Network (ANN) based two Substrate integrated waveguide (SIW)
bandpass filters comprising Complementary Split Ring Resonators (CSRRs) are proposed in this paper.
These CSRRs are modelled on the upper layer of the SIW cavity. A feed forward multilayer perceptron
(FF-MLP) neural network is used to optimize the physical dimensions of the proposed filters. To validate
the analytical results, physical prototypes of the proposed filters are fabricated, and a measurement is
carried out with a Combinational Network Analyzer (Anritsu-MS2037C), and the obtained experimental
results agree well with the estimated results using full wave analysis. Within the passband from 8.22 to
8.95GHz, S12 of the first filter shows better than −0.5 dB insertion loss (IL) and a fractional bandwidth
of 8.5%, and within the passband from 8.21 to 8.73GHz, the second filter shows IL about −0.8 dB and
a fractional bandwidth of 6.1%.

1. INTRODUCTION

Substrate Integrated Waveguide (SIW) filters have recently attracted a lot of attention because of
their high efficiency, easy fabrication process with simple printed circuit board (PCB) technology, small
size, low insertion loss, high selectivity, and ease of integration with microwave and millimetre wave
circuits [1, 2]. In modern communication systems, one of the important requirements is miniaturization.
SIW bandpass filter has been designed and investigated using slow wave method [3, 4]. SIW structures
are typically composed of conducting vias which are placed in a dielectric substrate that connects
two parallel metal plates, enabling the use of traditional rectangular waveguide components in planar
form. The conventional PCB technique can be used in SIW based passive, active devices, microwave
components, and antennas. The latest developments in SIW technology in terms of its modelling,
design, and technological implementation of SIW structures and components have been reported [5–8].
To acquire compact size and modular geometry, a new type of quasi-elliptic pass-band filters based on
mushroom-shaped metallic resonators in SIW technology has been proposed [9]. SIW bandpass filter
with a cross-shaped cavity that realizes six symmetrically simulated modes out of first eight higher order
resonant modes has been proposed [10]. An SIW band-pass filter having wide and sharp stop band,
which differs from filters with a direct coupling between input and output has been proposed [11]. An
SIW bandpass filter, modelled on a double layer dielectric substrate consisting of metallic via holes in
order to realize the classical H-plane filter has been proposed [12]. Two cascaded mushroom resonators
have been modelled on the SIW cavity that works as a dual band bandpass filter has been presented [13].
On the waveguide top metal layer, a number of cross-slot patterns have been modelled to act as dual
mode SIW filters [14].

The performance of SIW filters can be improved by using some special types of electromagnetic
topologies like split ring resonator (SRR) and complementary split ring resonator (CSRR) and have been
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adapted into SIW technology [15]. A novel diamond-shaped CSRR has been proposed and investigated
based on an SIW bandpass filter [16]. An extended doublet bandpass filter that uses an SIW cavity with
CSRRs on the top layer has been proposed, and a single layer bandpass filter with two transmission zeros
(TZ) was analyzed [17]. An SIW filter with square CSRRs has been proposed, and the characteristics of
passband have been observed by varying the directions of the CSRRs [18]. CSRR has been modelled on
the top surface of the SIW that provides a passband below the initial cutoff frequency of the waveguide
TE10 mode [19]. By loading CSRRs onto the SIW cavity, the SIW bandpass filters have been achieved
in compact size and high selectivity [20]. A double sided CSRR half mode SIW filter that provides lower
resonant frequency than the conventional model because of the coupling effect between CSRRs of the
upper and lower plates has been proposed [21]. Based on evanescent-mode propagation, a compact SIW
bandpass filter using broad side coupled CSRR [22] and fractal open complementary split-ring resonators
(FOCSRRs) unit-cell has been presented [23]. Complementary open-ring resonators (CORRs) loaded
half mode substrate integrated waveguide (HMSIW), with many transmission zeros and wide stopband,
have been proposed [24]. Novel dual mode SIW filters that can provide multiple transmission zeros have
been proposed [25].

One of the issues with designing SIW components and RF circuits in the above literature is that the
simulation actually needs a lot of calculations, so optimization of the parameters takes a very long time.
ANN has been chosen as an alternative method to design microwave circuits and devices, hence ANNs
have been used to design circular and rectangular resonators modelled in SIW technology [26, 27].
A back-propagation neural network-based approach for modelling the SIW power dividers has been
proposed [28]. In order to model and optimize the microwave components and devices, an efficient
hybrid sampling method has been proposed to get optimum design parameters by using the ANN
model [29].

The main contribution of the proposed research work is a feed forward multilayer perceptron (FF-
MLP) neural network that has been used to optimize the proposed filter parameters. In this work, two
networks with 2×12×1 and 1×8×1 have been used. The trainlm function in MATLAB has been used
to efficiently train the FF-MLP neural networks. The S11 parameter has been calculated to evaluate the
proposed networks, and the results obtained are in good agreement with the simulated results. Instead
of a single CSRR, two CSRRs have been employed to enhance the proposed band pass filter’s roll-off
rate.

This paper is organized as follows. Section 2 explains how the basic topology of the proposed SIW
filter is designed. Section 3 explains how the filter parameters are optimized using neural networks.
Section 4 shows how the filter was simulated and the simulation results. Section 5 provides the
fabrication process, measurement setup, and the measured results plotted against the simulated ones.

2. DESIGN OF CROSS SHAPED SIW CAVITY WITH CSRR

The proposed cross shaped SIW cavity topology is depicted in Figure 1. The basic SIW topology consists
of three layers. The perfect electric conductor (PEC) is used as bottom layer and top layer, and the
middle layer is dielectric material. The dielectric material used is Roggers RO4003C with dielectric
constant εr = 3.55 and height of the substrate h = 0.81mm. The optimized design dimensions of
this SIW cavity are as follows. The length of the SIW cavity is L = 40.8mm; the length of the
dielectric substrate used is Lsub = 60mm; the feeding slot length Lslot = 5.4mm; the feeding slot width
Wgap = 1.4mm; the width of the microstrip line is Wmst = 2mm; the diameter of the metallic post or
via-hole is d = 1.2mm. These metallic posts are placed with two different allowable separation distances
or pitches (via-to-via distance) of the vias p = 1.7mm and p1 = 2mm. The geometries of this cross
shaped SIW cavity in horizontal and vertical directions are the same.

2.1. Design of CSRR

The square shape CSRR is used in the filter design process, and the physical appearance of this CSRR
is as depicted in Figure 2. The CSRR acts as an electric dipole, and this CSRR structure is etched on
the upper PEC of the SIW cavity. The exited mode of the CSRR is the same as the dominant mode
TE10 of the SIW cavity.
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Abstract - Tumor in skin could lead to death if not taken 
proper attention. Sometimes it may lead to most serious 
situations like skin cancer, which is Glioblastoma. The death 
rate is about 0.7 in last 2 years due to delay in the diagnosis. 
This distributed nature of the cancer also made this challenge 
in the treatment and diagnosis of the tumor or cancer in the 
skin muscles. Imaging techniques are traditionally used in 
detection of tumor in skin. Another approach is by using RF 
reflection approach, in which detect of tumor in skin done by 
analyzing variations in received signals from the skin model 
with and without tumor. So, in this work a EBG based 
monopole patch of circular shape with rectangular slot 
antenna is proposed that can detect the cancer related tumors 
in skin.  The patch is pasted in the economical dielectric 
substrate Polymide. The design has its dimensions of  35 × 35 × 
1.5 mm3 and that can radiate with a maximum gain if 1.12 at 
ISM 2.4GHz with 0.3519 GHz bandwidth from 2.2987 to 2.6506 
GHz. The radiating efficiency of antenna is 65.3%.  
 
Keywords: Monopole Antenna, Skin Tumor, Monostatic 
Radar and radiation efficiency. 

 
1. INTRODUCTION  
 
In nature there are many health issued that cause human 
that, in which caner is one which causes significantly high 
death rates. This is happened due to late identification and 
also lack of self confidence [1-2]. There is high possibility of 
increasing patient life time, and sometimes cured if it 
identified in early stages like first and second stage. The 
many imaging techniques such as  PET-CT  (Positron 
Emission Tomography scan, Computed Tomography), 
Magnetic Resonance Imaging (MRI), Electro 
Encephalography (EEG), Magneto Encephalography (MEG), 
Magnetic Induction Tomography (MIT), and Electrical 
Impedance Tomography Technique (EIT) etc., are used in the 
detection of suspected tumors. But these methods require 
pre medical preparation of patient and need of experience 
doctor’s observation. The process is time taking and costly. 
And also the results are not obtained instantly.  So latest 
investigations in RF engineering is made to support the bio 
medical application such as in detection of  tumor cells in 
human body with less time and low cost. 

 In this sensor antenna plays a vital role. An 
impressive flexible antenna that used to detect various 
glands based on   Electromagnetic Impedance Tomography 

technique using microwave frequency to detect tumor [3-4]. 
There are various works made bay changing substrate 
properties like Giigml1032, FR4, Taconic (TLY-5) substrate 
etc., and obtained satisfactory results detection of breast 
cancer in [5-8]. But the sizes are not comfort to patient to fit 
over breast. In [7] smart antenna using PCA and LDA 
classification algorithms also applied to differentiate cancer 
tumors form normal glands. Some works used the Inverse 
Fast Fourier Transform (IFFT) for spectral analysis to filter 
out the noise for accurate results. An antenna array is 
proposed in[10] to detect tumor, that is fabricated on PET 
substrate. A polyester based antenna array and skin 
wearable array antenna for skin tumor detection is proposed 
by Alqadami et.al, it has multilayer and large size. [11-12]. 
The detection is done by imaging system. Compact a 
conformal antennas are also used based on EMIT technique 
to detect tumors. 

From above literature, a pentagon slotted disc 
monopole antenna is proposed in this work. The proposed 
design is patched on 1.6 mm FR4 substrate with dielectric 
constant of 4.4. The article is organized to four sections. 
Section I includes introduction along with literature, the 
patch antenna design geometry is discussed in section II, 
Human skin modeling using CST values covered in Section 
III, results and discussion are in Section IV, and finally 
Section V concludes the work. The design made to radiate at 
ISM 2.4 GHz band. Design and simulation is done using CST 
studio software and results are recorded. 

The proposed circular patch micro strip antenna is 
constructed by three layers; they are ground layer, substrate 
and patch. Here the shape of patch is considered as circular. 
The substrate material is Polymide dielectric material and 
the properties of this material are noted as: height is 1.5 mm, 
dielectric constant of 3.5 and 0.0025 loss tangent. The micro 
strip line method is used to provide the excitation. The 
dimensions of substrate is 35 x 35 x1.5 mm3 and this is the 
size of proposed antenna. length of the feed line 17.134 mm, 
and width of the feed line 4.4 mm.  

A reactangular shape of slot is introduced in a 
circular patch. In this the ground is removed till the feed line 
that allows radiation in the desired ISM band frequency. The 
finalized design shown in Figure 1 is obtained by number of 
approximation using the software and the final design 
metrics of proposed antenna are listed in Table 1.   
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Figure 1: Design Model of the proposed antenna 

Table 1: Design parameters of the proposed antenna 

 

3. MODELING OF HUMAN SKIN  
 

The proposed antenna is designed for detecting the 
stroke in human skin. The human skin models of three layers 
were created in CST MW Studio with the help of dielectric 
properties. The three layers of human skin model are skin, 
fat and bone. The dielectrical properties are dielectric 
constant and conductivity depending upon the size and 
thickness of layers. The Figure 2 shows the placement of 
antenna in front of human skin model. Then the antenna 
exhibits parameters like electric field, magnetic field, surface 
current and current density. These values are analyzed and 
then tumor of size 3 mm is placed on human skin model. 
 

 The same antenna parameters are analyzed and 
compared with previous parameters of antenna. The figure 3 
shows the human skin mode with tumor model. 
 
 

 
 

Figure 2: The positioning of proposed antenna in front 
human skin model in CST MWS 

 

 
Figure 3: The spherical shape of tumor is introduce in 

human skin in CST MWS 
 

Table 2:  Human skin and tumor model 
 

Skin model Depth of layer 
(mm) 

εr σ 
(S/m2) 

Skin (Dry) 2 38 1.5 
Fat 2 5.3 0.1 

Muscle 4 53.5 1.8 

 

 

Variable Name Symbol Unit (mm) 

Width of substrate Ws 35 

Length of substrate Ls 36 

Width of the feeding line Wf 4.4 

Thickness of substrate T 1.5 

Length of feeding line LF 17.134 

Radius of circular disc R 6 

Length of one side ground plane LG 5.9 

Width of one side ground plane WG 35 

Radius of EBG unit cell Rd 1.5 

Length of one side slot in patch D 4.4 

Width of one side slot in patch D1 0.5 
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Figure 4: Flow chart of proposed design 

 
 
 
 

4.  RESULTS AND DISCUSSION 
 

The simulation results of proposed micro strip patch 
antenna shown in figure 4. By observing the S-parameters 
graph(return loss Vs Frequency), the proposed antenna 
operate at 2.45 GHz frequency and it provide band width 
351.9 MHz at -10 db return loss and reflection coefficient is -
15.265. An efficiency of 63.5% and gain is 1.12 dB in a 
normal position for proposed circular patch antenna which 
is being simulated in free space. 

 

 
 

Figure 5: S-parameter plot for the proposed micro strip 
patch antenna 

 

  
 

Figure 6: Electric and Magnetic Field values of the 
proposed antenna with skin model in CST MWS 

 

  
 

Figure 7: Surface current and current density values of 
the proposed antenna with skin model in CST MWS 

 

  
 

Figure 8: Electric and Magnetic Field values of the 
proposed antenna with skin model and tumor in CST MWS 
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Figure 9: Surface current and current density values of 
the proposed antenna with skin model and tumor in CST 

MWS 
 

Table 3: The result comparison among the proposed 
antenna without tumor and with tumor 

 

 
Electric 
Field 
(V/m) 

Magnetic 
Field 
(A/m) 

Surface 
current 
(A/m) 

current 
density 
(A/m2) 

For 
proposed 
antenna 

with skin 
model 

without 
tumor 

18744 89.5 73.1 148 

For 
proposed 
antenna 

with skin 
model and 

tumor 

23072 87.7 71.6 203 

 

 
Figure 10: Amplitude Variation between Reflected signals 

with and without tumor model 
 

Table 3 shows the comparison of antenna 
parameters among the proposed antenna without tumor and 
with tumor. From the above table, electric field, magnetic 
field, surface current and current density values for without 
tumor and with tumor are varied, with help these threshold 
values and also using the variation in Reflected signals with 
and without tumor model (shown in figure 9), the proposed 
circular patch antenna able to detect tumor in skin.  
 

5. CONCLUSION AND FUTURE SCOPE 
 

In this article a rectangular slotted and circular 
shaped microstrip patch is proposed for tumor tissue 
detection in skin that can radiate 2.4 GHz. It has significant 

radiation band from 2.2987 to 2.6506 GHz) allows S and 
applications along with ISM 2.4GHz band. Removal of 
complete ground gives the radiation similar to monopole. 
The slot provided in the patch makes the patch radiate at low 
frequencies, so one can treat it as electrically small antenna. 
The size 35 × 35 × 1.5 mm3 shows compactness and easy to 
use with patient. More accuracy can be obtained by using a 
group of such pact antennas by forming a curved shape to 
suit the skin structure.  
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ABSTRACT 

The alarming increase in energy price and maintenance cost results in significant increase in lighting budgets. With Smart 
Street lights, cities can save energy and minimize CO2 emissions, limit light pollution & minimizes maintenance cost. Street 
light is the basic infrastructure of a city. Utilization of Sensors for data collection in Street light becomes the basic design of 
a Smart City. Smart Street light provide secure traffic situations and secure pedestrian environment resulting in better 
infrastructural improvement to Smart cities. The article elaborates on the design of Intelligent Street lightning pole towards 
energy efficient lightning management services and other emergency handling facilities. The features of the design covers to 
way finding, business advertisement, weather station, rain and flood monitoring and so on.  
 
 
Keywords 
Smart city;Secure solution;Intelligent street light; Light pole;Energy saving;Light pollution;EV charging;Embedded 
 
 

Introduction 
 
Street Light [1] plays a major role in current smart cities. Street light is the primary source of light on road and 
located in the intersections of roads. In majority of locations, traditional street lights are used, which uses heavy 
materials & more power. In current scenario of cost hike in materials & various social responsiveness to issues in 
environment leads to identifying the alternative technologies to save power and cost. LED Street lightning answers 
the issue towards environment friendly & reduction in cost. With the utilization of Embedded Sensors & Digital 
Networks, they gather and transfer data which help to monitor cities and respond to any situations. Intelligent Street 
lightning system can detect bottleneck in traffic and detects the vacant parking slots. Also, the networks can 
minimize the energy consumption by controlling the LED lights remotely to turn off and on, flash and dim. Smart 
lightning system results in saving energy, minimizing cost, reduction in maintenance and CO2 emissions. The 
intelligent Street lightning [3-5] can be made as Smart Poles also, which caters combined smart services & amplify 
the business potentials. The Smart pole can cater as infrastructure for 5G, Wi-Fi hotspots, Surveillance cameras, 
Environmental sensors and Electric vehicle charging points. 
 
The 3 significant force in developing the smart street lightning are regulatory policies, Internet of Things (IoT) 
convergence and LED prices drop [1].Figure 1 shows the key market drivers of smart street lightning. Across Globe, 
320 million street lightning poles are present with Asia possessing 25%, North America and Europe 20% and South 
America for 10%. Figure 2 displays the top 10 cities implementing connected streetlights. Street lightning 
infrastructure has three potential parameters towards smart cities implementation comprising capillarity, 
electrification and connectivity. Smart Cities [6] uses various sensors, information technologies aligning with IoT to 
collect and supply from city infrastructure [2].Smart city results in more accessible, cleaner, healthier, safer and 
pleasant for its residents. Figure 3 displays the smart city components comprising home, transportation & mobility, 
farming, mobile payments and various other services. 
 



Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 4, 2021, Pages. 13752 - 13759 
Received 05 March 2021; Accepted 01 April 2021.  

 

13753 
 

http://annalsofrscb.ro 

 
 

Figure 1. Key Market drivers of Smart Street Lightning 
 

 
 

Figure 2. Key Market drivers of Smart Street Lightning 
 

 

Figure 3. Smart City Components 
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Literature Review 
  
B.C.Mishra [7], et al described that using Zigbee based Wireless devices optimization done in efficiency of street 
lighting systems. Using Embedded Internet Technology, a monitoring system design done for Street light. The 
results proves that the proposed system solves various essential applications such as street light management, real 
time access and so on pertaining to Embedded Internet applications.Eungha Kim[8], et al described a methodology 
where people can control certain devices utilizing Internet services in Smart Home. It proposes an integrated 
community service platform system architecture which provides solution for Smart city/home using a single 
integrated and intelligent community services.M.K.Sheu [9], et al, describes about Smart Street light which results in 
road safety and energy saving. Embedded System monitors the status of road and output control instruction. Low 
color temperature light is generated by embedded system when fog or rain is detected. Proposed LED Street light 
results in better ambience of intelligent city by improving the road safety for pedestrian and 
driver.E.Kougianos[10], et al, described that the Image or Video exchanges over the IoT is a requirement in various 
applications such as smart structures, intelligent  health care and smart city planning. 
 
A.Murtuza [11], et al, proposed a system which detects presence of vehicle for a certain distance and the light gets 
switched on during the vehicle passing the defined radius. Also, a prototype is incorporated to intimate the defect in 
street light if any identified. The proposed system results in consumption of power and also uses solar energy during 
day period. Also, the system elaborates on the minimum utilization of manpower for detecting the faulty street lights 
and intimation to the substation.S.Arslan [12], et al, discusses about significant application of IoT in designing a 
smart city for street lightning system. The designed system operates on the principle Light Dependent Resistor 
(LDR) which operates the bulb depending on the light intensity. Also, the discussed system is designed at 
economical prize with inclusion of various sensors to measure the atmospheric parameters with the aid of Android 
[20] operating system for effective utilization.N.Ouerhani [13], et al, elaborates on real time solution for street light 
control and utilization of IoT system. The design results in energy saving with respect to traditional street light 
control system. 
 
M.S.A.Muthanna [14], et al, elucidates on the implementation concept of Smart City using a Wireless technology 
which caters long range and consumes low about power named LoRa. The system discusses with smart street 
lightning including the overall network organization with logical implementation. D.VijendraBabu [15], et al, 
discusses remote street light monitoring and controlled system. It results in conservation of power with the use of 
PIC Microcontroller. 
Y.Yang [16], et al, proposes about efficient system for street light and utilization of sensors included to obtain the 
interface of data collection. The system details about Edge Computing services with high commercial 
value.RishikeshLohote [17], et al, exposes the conventional usage of Street lightning which results in wastage of 
electricity between 20 to 40% & proposed usage of Smart street light lamps which results in energy efficiency and 
assists in displaying various significant parameters such as weather forecast, water level sensor alerts & emergency 
notifications overcoming the drawbacks of conventional street light system. 
 
Yoo S Song [18], et al, elaborates on smart lamppost composing of intelligent edge unit, camera, short range 
communication device, digital signage, etc. One of the main functions in the smart lamppost is to forward the safety 
information to the gateway node by an I2I communication system. The article analyses on the latency and throughput 
at each node during multi-hop data transmission to the gateway node.GunjanBhartiya [19], et al, elaborates on 
intelligent lightning control and energy management system. It describes about designing an efficient energy saving 
mechanism using microcontroller and sensors which turn on/off street lights automatically which results in energy 
consumption with the utilization of sensors.M.Suresh [20], et al, elaborates on utilization of reliable smart 
management proposal for minimizing the wastage of power in street light with the utilization of Wi-Fi module, Light 
Dependent Resistor (LDR), accelerometer and ultrasonic sensors are employed. Intelligent lightning control and 
energy management system. A Predictive model based on Improved Bayesian Neural Network (IBNN) model is 
applied which eliminates the power wastage during night time if there is no vehicle or trespassers passing. 
 

System Design 
The purpose is to design an Intelligent High Tech Street lighting pole which runs an embedded web server for Smart 
Web based services in addition to the energy efficient lighting management services and other emergency handling 
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facilities.The Block diagram displayed in Fig.4 and proposed Street Lightening pole sample is displayed in Fig. 
5.STM32F429, Cortex-M4F Microcontroller [21-27] is used.  

 

 
Figure 4. Prototype Block Diagram 

 

 
Figure 5. Proposed Street Lightning Pole 

Atollic True STUDIO & ST-Link Debugger tools are used. The Street pole consists of various sensors, Transceivers, 
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Camera, LED Lights and connected to server. The unique features of the design are as follows 

 Business advertising 
 Weather station 
 Rain and flood Monitoring 
 Way Finding 
 RGB LED light 
 Festival lighting 
 IP Surveillance Camera  

 

 
 

Figure 6. Features of Intelligent Street Pole 
 

 

Figure 7. Snapshot of Hardware Module 
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Fig.5 displays the proposed Lightning pole consisting of Wireless dual band mesh Transceiver, Smart grid lightning, 
Image sensors, Digital street sign & Signage, Concealed placement speaker, Dynamic lightning, Environmental 
sensors & emergency call station.Fig.6 displays features of Intelligent Street Light Pole which consists of Sensors, 
Video monitoring, RFID, Wireless network, Intelligent lightning, Information display & charging pile. The snapshot 
of Hardware module is displayed in Fig. 7. 

Results & Discussions 
  
IP Surveillance camera helps in monitoring the street continuously, which helps in assisting the theft/robbery 
incidents if happens. The Way finding is used to determine the correct path. Weather parameters such as Pressure 
and Temperature are measured continuously and uploads to the Internet. Using Festival lightning mode, the color of 
the Street light can be varied to fit with the festival conditions. Emergency speaker provides mass notification 
services during an emergency situations. Using Photocell control, the Street light is automatically turned on and 
turned off depending upon the circumstances. The Street lightning pole can also be used for business advertising 
resulting in revenue generation for authorities.Fig.8 displays the snapshot of result which displays the various 
modules/features listed in intelligent street lightning system. 
 

 
 

Figure 8. Intelligent Street Light 
 

Conclusion 
  
The article describes the concepts of an Intelligent High Tech Street Lighting Pole which caters the additional 
services along with essential services which runs on an Embedded Web Server This smart lighting system can be 
implemented in smart cities, parks, schools, educational institutions and common venues. It provides opportunity for 
revenue generation too & helps in emergency situations. Smart City journey starts with Smart Street lights which 
connects over 300-410 million streetlights worldwide with access with 24/7.The future ready systems becomes an 
open architecture with interconnected applications such as Traffic systems, Security systems, Environmental sensors, 
Weather systems,Emergeny response, EV charging,etc.The overall result in implementing Intelligent Street 
Lightning results in Adequate Light always, Optimization of Operation & Maintenance, Increased Public Safety, 
Minimization of Environmental impact, Secure Data connection & Globally compatible. 
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Abstract: This paper aims at design, develop, optimize and realize a printed circuit Microstrip patch antenna at 4.3 GHz (C-band) 
with Linear polarization for Altimeter Application with proximity coupled feed method. Antenna is a device which acts as a 
transducer converting electrical signal to electromagnetic wave and vice-versa during transmission and reception respectively. 
Development, optimization and testing of high performance Microstrip antenna working in C-band are carried out for Altimeter 
applications. Various types of antennas are available to meet these requirements. Among these, the printed circuit Microstrip 
antennas have gained great prominence. With modern wireless method of contact the basic antenna requirements are Gain, 
Bandwidth, polarization, Size must be low, weight must be low, ease of fabrication. All the requirements mentioned above could be 
done with the help of printed circuit antennas. Patch antenna is resonant style radiator having narrow bandwidth. Because of its 
narrow bandwidth this antenna tends to be more efficient and also it tends to be smaller in size which allows the use of this element 
in antenna arrays and helps in good control of radiation performance. In this project, first we design patch antenna with some design 
equations and model it in HFSS software.. The simulated results obtained from software are compared with tested fabricated results. 
 
Keywords: Antenna, Gain, Microstrip Patch Antenna, Return Loss , VSWR, Return loss. 

1. INTRODUCTION  

Webster's dictionary defines an antenna as a "normally 
metallic structure" designed to radiate or absorb radio 
waves as a rod or cord. An antenna is a device that 
provides radio wave propagation or receives radio waves. 
The transformation from a directed wave to a transmit line 
wave called "Free Space" provides a different term [1].. It 
is an information instrument that converts EM photons 
into circuit current and can convert energy into photons 
which are radiated in space. For Radar Altimeter (RA) 
applications, Microstrip Antenna (MSA) operating in a C-
band is performed [2].  In the previous forty years, the 
information paces of optical correspondence frameworks 
have encountered a bewildering increment from 100 
Mbit/s per fiber during the 1970s to 10 Tbit/s in current 
business frameworks [3]. As of now, more than 95% of 
advanced information traffic is continued optical fiber 

organizations, which structure a significant piece of the 
public and worldwide correspondence framework [4]. To 
meet these requirements there are numerous types of 
antennas available. The MSA printed circuit has gained 
considerable popularity among these. Gain, bandwidth, 
polarization, size must be medium, weight must be 
medium, ease of fabrication are the basic antenna 
specifications of modern wireless method of 
communication. Most of them, however, are not workable 
or impractical. Compact MSA has been developed for RA 
applications at operating frequencies from 3.98 to 4.47 
GHz. But antenna production was not examined [5]. MSA 
with I slot was designed and simulated at 4.5GHz. The 
results shown are not very promising and can hardly be 
feasible [6]. Antenna is designed to work within 4.3 GHz. 
Designed antenna is unfeasible and have not been 
analyzed for practical applications [7]. An array MSA 
with 2x2 configurations has been simulated and measured 
for RA which makes the design complex because of array 



 
 
1294       P. Upender et.al,: Performance Analysis and Development of Printed Circuit Microstrip Patch …   

 

 

http://journals.uob.edu.bh 

of antennas [8]. The practical results are not embedded 
and will not be useful for communication applications [9]. 
Double L-probe fed for RA applications is developed in 
[10] at 4.3 GHz and a gain of about 5.95 dB is observed.  

Radar Altimeter (RA) is a device that is used to 
measure a low altitude or elevation from an aircraft or a 
satellite to land or sea level. With the theory of radar, a 
vertical distance in an aircraft from the terrain just below 
it can be determined with an altimeter. Radio altimeter is a 
member of the radar [5-10]. With the support of printed 
circuit antennas any of the above requirements could be 
done. The fundamental theory of radar is that radio waves 
are transmitted to land or sea level and receive an echo 
signal for a long time.  

Fig 1. depicts the schematic of MSA. It consists of ground 
plane at the bottom, a dielectric substrate of height h and a 
patch built on the substrate. Dimensions of ground plane 
are greater than substrate and patch [11].  

 
Figure 1.  Microstrip Patch design  

 
For the design of antenna, finding the parameters are 
essential. Important parameters are described below. 

A. Radiation Pattern and HPBW 

An antenna radiation is defined as "a graphic 
representation of the antenna's radiation properties as 
function of the space coordinates. The reflection 
coefficient is measured in the field region for certain 
instances and is perceived as a feature of the directional 
coordinates. It provides information on the antenna beam 
diameter, antenna side lobes. The most functional 
antenna designs include a main lobe and many secondary 
lobes which are called side lobes. The width of half the 
Power Beam "HPBW" is the same division in which the 
scale of the geometry of the radiation reduces by half (or-
3 dB) from the peak of the main beam [12, 13].  

B. Voltage Standing Wave Ratio (VSWR) 

When reflection occurs in an incorrectly terminated 
line, voltage and power vary in magnitude along its 
length.  When the transmission line is not terminated 
correctly, at the termination, the electromagnetic wave 
traveling from the generator at end of the line reflected in 
whole or in part. The standing wave ratio may be defined 

as the ratio of maximum to minimum current or voltage 
on a line having Voltage Standing Waves and this Ratio 
is abbreviated (VSWR) [14, 15].  
Thus, 
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V
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V
                                                       (1) 

Relation between VSWR (S) and Reflection coefficient 
(Г): 
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C. Return Loss 

     This is the best and most convenient method for 
estimating the sources of signal input and output. If the 
other end is not balanced the power returned is Return 
Loss [16]. In dB it is given as 
 
RL = -20 log │Г│ dB                                          (3) 
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Where,                   
            Г = Reflection coefficient.    

Vo+=Incident voltage.  
Vo- = Reflected voltage.                          
ZL and Zo are the load and characteristic 
impedance. 

D. Gain  

Gain of antenna is the capacity of antenna to focus 
emanated power in proper direction [17]. 

2. METHODOLOGY 

A patch antenna (PA) consists of a conductive layer 
of one side of the dielectric substratum and the opposite 
leg, covered by certain planar arrangement ground line 
[18]. A variety of benefits including lightweight, low 
volume, low cost, planar configuration, integrated circuit 
performance, etc. Less profile antennas are needed for 
high-performance space craft, missile applications are 
restricted in size, weight, expense, strength, installation 
ease & aerodynamic profile. A feed line is used for 
arousing over or indirect interaction with the radiation. 
There are several different feeding methods, and four 
most common methods are the line Microstrip feed, 
Coaxial probing, Aperture coupling, Coupling of 
proximity [19, 20]. 

A. Coaxial Feeding 

 Coaxial feeding is a method of feeding during which 
the coaxial inner conductor is bound to the antenna's 
radiation field where as the external conductor is linked 
to basement as described in Fig. 2 [22, 23]. 
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Abstract 

 A country's economic progress is 

heavily influenced by its agriculture output 

rate. Despite that, plant diseases are the most 

serious stumbling block to food supply and 

quality. For global health and well-being, 

early detection of plant diseases is critical. A 

pathologist assesses an individual plant 

visually during on-site inspections in the 

traditional diagnosis process. However, due 

of the lower accuracy and limited 

availability of human resources, manual 

agricultural disease examination is limited. 

To address these difficulties, recently 

several automated methods have been 

studied for identifying and categorizing a 

wide range of plant diseases. Precise 

identification and classification of plant 

diseases is a difficult task due to the 

presence of low-intensity information in the 

image background and foreground, the large 

color resemblance in the healthy and 

diseased plant areas, the presence of noise in 

the samples, and changes in the position, 

chrominance, structure, and size of plant 

leaves. To address the above-mentioned 

issues we introduced an automated plant 

disease classification system using 

convolutional neural networks (CNN). To 

conduct the performance analysis, we have 

used the PlantVillage Kaggle database, 

which is the standard dataset for plant 

diseases and challenges in terms of intensity 

variations, color changes, and differences 

found in the shapes and sizes of leaves.  

Keywords: Plant leaf, convolutional neural 

networks. 

1.Introduction 

 The issue of effective plant disease 

prevention is intertwined with the issues of 

sustainable agriculture and climate change 

[1]. According to research findings, climate 

change can alter the stages and rates of 

pathogen growth; it can also impact host 

resistance, resulting in physiological 

alterations in host-pathogen interactions [2, 

3]. The predicament is exacerbated by the 
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fact that diseases are now more easily 

transmitted globally than ever before. New 

infections can emerge in previously 

recognized locations and, inherently, in 

areas with no local ability to combat them 

[4–6].Pesticide use by inexperienced users 

can lead to microorganisms developing 

long-term resistance, severely limiting their 

ability to fight back. One of the pillars of 

precision agriculture [7] is timely and 

precise plant disease identification. By 

tackling the long-term pathogen resistance 

development problem and minimizing the 

negative consequences of climate change, it 

is critical to avoid excessive waste of 

financial and other resources, thus attaining 

healthier output. 

 In today's changing environment, 

accurate and fast disease identification, as 

well as early disease prevention, has never 

been more crucial. Plant diseases can be 

detected in a variety of methods. Some 

diseases have no obvious symptoms, or the 

damage becomes apparent too late to 

respond, in which case a detailed 

investigation is required. However, because 

most illnesses produce some type of visible 

manifestation, the naked eye examination of 

a skilled specialist is the primary technique 

used in practice for plant disease detection. 

A plant pathologist should have good 

observation skills in order to recognize 

distinctive signs in order to accomplish 

accurate plant disease diagnoses 

[8].Variations in symptoms displayed by 

diseased plants may result in an incorrect 

diagnosis since amateur gardeners and 

hobbyists may have more difficulty 

determining it than a professional plant 

pathologist. An automated system developed 

to aid in the identification of plant illnesses 

based on the look and visual symptoms of 

the plant could be of great assistance to both 

amateur gardeners and skilled professionals 

as a verification system in disease 

diagnostics. 

 Advances in computer vision provide 

an opportunity to broaden and improve the 

practice of precise plant protection while 

also expanding the market for computer 

vision applications in precision agriculture. 

The detection and classification of plant 

diseases was accomplished by employing 

basic digital image processing techniques 

such as color analysis and thresholding 

[9].Artificial neural networks (ANNs) [10] 

and Support Vector Machines (SVMs) [11] 

are two of the most common technologies 

for detecting plant diseases now in use. In 

order to improve feature extraction, they are 

paired with various picture preprocessing 

approaches. 
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 The method discussed in this 

research is a new strategy to identifying 

plant diseases that use a deep convolutional 

neural network that has been trained and 

fine-tuned to fit accurately to a database of a 

plant's leaves gathered independently for 

various plant diseases. The developed 

model's advancement and innovation stem 

from its simplicity; healthy leaves and 

backdrop images are consistent with other 

classes, allowing the model to distinguish 

between damaged and healthy leaves or 

from the surroundings using deep CNN. 

2.Related Work 

 Many state-of-the-art DL 

models/architectures evolved after the 

introduction of AlexNet [12] (as shown in 

Figure 2.1) for image detection, 

segmentation, and classification. This 

section presents the researches done by 

using famous DL architectures for the 

identification and classification of plants’ 

diseases. Moreover, there are some related 

works in which new visualization techniques 

and modified/improved versions of DL 

architectures were introduced to achieve 

better results. Among all of them, the 

PlantVillage dataset has been used widely as 

it contains 450 images of 14 different crops 

having 15 plant diseases [13]. Moreover, 

they used several performance metrics to 

evaluate the selected DL models, which are 

described as below. 

 

Figure 2.1: evolution of deep learning 

models. 

 In [14], CNN was used for the 

classification of diseases in maize plants and 

histogram techniques to show the 

significance of the model. In [15], basic 

CNN architectures like AlexNet, 

GoogLeNet and ResNet were implemented 

for identifying the tomato leaf diseases. 
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Training/validation accuracy were plotted to 

show the performance of the model; ResNet 

was considered as the best among all the 

CNN architectures. In order to detect the 

diseases in banana leaf, LeNet architecture 

was implemented and CA, F1-score were 

used for the evaluation of the model in Color 

and Gray Scale modes [16]. Five CNN 

architectures were used in [17], namely, 

AlexNet, AlexNetOWTbn, GoogLeNet, 

Overfeat, and VGG architectures in which 

VGG outclassed all the other models.  

 In [18], eight different plant diseases 

were recognized by three classifiers, Support 

Vector Machines (SVM), Extreme Learning 

Machine (ELM), and K-Nearest Neighbor 

(KNN), used with the state-of-the-art DL 

models like GoogLeNet, ResNet-50,ResNet-

101, Inception-v3, InceptionResNetv2, and 

SqueezeNet. A comparison was made 

between those models, and ResNet-50 with 

SVM classifier got the best results in terms 

of performance metrics like sensitivity, 

specificity, and F1-score. According to [19], 

a new DL model—Inception-v3—was used 

for the detection of cassava disease. In [20], 

plant diseases in cucumber were classified 

by the two basic versions of CNN and got 

the highest accuracy, equal to 0.823. The 

traditional plant disease recognition and 

classification method was replaced by 

Super-Resolution Convolutional Neural 

Network (SRCNN) in [21].  

 For the classification of tomato plant 

disease, AlexNet and SqueezeNet 

v1.1models were used in which AlexNet 

was found to be the better DL model in 

terms of accuracy [22]. A comparative 

analysis was presented in [23] to select the 

best DL architecture for detection of plant 

diseases. Moreover in [24], six tomato plant 

diseases were classified by using AlexNet 

and VGG-16DL architectures, and a detailed 

comparison was provided with the help of 

classification accuracy. In the above 

approaches, no visualization technique was 

applied to spot the symptoms of diseases in 

the plants. 

 

3. Convolutional Neural Networks 

(CNN) 

Deep learning is a sub-branch of the 

machine learning field, inspired by the 

structure of the brain. Deep learning (DL) 

models attempt to learn high-level features 

automatically from the input images through 

the hierarchical architecture. Among all DL 

methods, CNN has been achieved great 

success for analyzing medical images.CNN 

consists of several layers including 

convolutional layer, pooling layer, activation 

layer, Batch normalization layer and fully 
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connected layer, dropout layer and softmax 

layer to perform these operations effectively. 

The feature extraction process takes place in 

both convolutional and pooling layers. On 

the other hand, the classification process 

occurs in fully connected layer and softmax 

layer.  

 

3.1 Convolution Layer: A convolution 

layer transforms the input image in order to 

extract features from it. In this 

transformation, the image is convolved with 

a kernel (or filter).A kernel is a small matrix, 

with its height and width smaller than the 

image to be convolved. It is also known as a 

convolution matrix or convolution mask. 

This kernel slides across the height and 

width of the image input and dot product of 

the kernel and the image are computed at 

every spatial position. The length by which 

the kernel slides is known as 

the stride length. In the image below, the 

input image is of size 5X5, the kernel is of 

size 3X3 and the stride length is 1. The 

output image is also referred to as the 

convolved feature. 

 

 

Fig1: Convolution operation on 

image 

 When we want to extract more than 

one feature from an image using 

convolution, we can use multiple 

kernels instead of using just one. In such a 

case, the size of all the kernels must be the 

same. The convolved features of the input 

image the output are stacked one after the 

other to create an output so that the number 

of channels is equal to the number of filters 

used. (Ref: Figure 2) 

 

                                             Fig 2: 

Convolution operation on RGB 

image 
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3.2. Activation Layer:  

An activation function is the last component 

of the convolutional layer to increase the 

non-linearity in the output. This decides 

which information of the model should fire 

in the forward direction and which ones 

should not at the end of the network. 

Generally, ReLU function or Tanh function 

is used as an activation function in a 

convolution layer. The above operation is 

described in Figure 3. Here is an image of a 

simple convolution layer, where a 6X6X3 

input image is convolved with two kernels 

of size 4X4X3 to get a convolved feature of 

size 3X3X2, to which activation function is 

applied to get the output, which is also 

referred to as feature map. 

 

                                                      

Fig3: Activation function 

3. 3. Batch normalization: 

It mainly used to  

1. To improve the network 

speed 

2. To enhances the network 

performance by smoothening 

the image. 

3. It reduces the over fitting 

problems. 

3. 4. Pooling Layer 

 Pooling layer is used to reduce the 

size of the input image. In a convolutional 

neural network, a convolutional layer is 

usually followed by a pooling layer. Pooling 

layer is usually added to speed up 

computation and to make some of the 

detected features more robust. Pooling 

operation uses kernel and stride as well. In 

the Figure 4, 2X2 filter is used for pooling 

the 4X4 input image of size, with a stride of 

2. 

There are different types of pooling. 

1.  Max pooling and 

2.  Average pooling is the most 

commonly used pooling 

method a convolutional 

neural network. 

 

    Fig4: Pooling operation on image 

 In max pooling, from each patch of a 

feature map, the maximum value is selected 
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to create a reduced map, where as in average 

pooling, from each patch of a feature map, 

the average value is selected to create a 

reduced map. 

3.5 Fully Connected Layer 

 A fully connected layer is at the end 

of a convolutional neural network. The 

features map produced by the earlier layer is 

flattened to a vector. Then this vector is fed 

to a fully connected layer so that it captures 

complex relationships between high-level 

features. The out of this layer is a one-

dimensional feature vector. In this work, we 

utilized three fully connected layers. 

3.6. Dropout layer: It reduces the over 

fitting by dropping some feature maps. 

3.7. Softmax layer: It classifies the given 

plant leaf images. 

 

4.Proposed System 

 The suggested CNN architecture 

includes five blocks and they are represented 

in Figure 5. The first three blocks are quite 

similar to each other and they include 

convolutional, batch norm, ReLU, and max 

pooling layers in sequence. Fourth block 

consists of convolution layer followed by a 

ReLU activation layer. Similarly, in the fifth 

block having convolution, non-linear 

activation (ReLU) and max pooling. Finally, 

the last three blocks are unlike the other 

blocks since it holds two dense layers 

followed by a softmax layer. The size of the 

convolutional filter kernel in the first four 

blocks is 3×3 and the corresponding 

numbers of filter channels are 32, 64, 128, 

192, and 256. Besides that, in blocks 1, 2, 3, 

and 5 we employed 3×3max pooling with 

stride 2. 

 

Fig 5: Block diagram of the proposed 

approach. 
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4.1. Performance Measures 

 To assess the performance of the 

proposed approach, we consider the 

following metrics. 

Accuracy
TP TN

TP TN FP FN




  
   

   

 Sensitivity or Recall
TP

TP FN



  

      

Precision or Positive Predictive Value (PPV)=
TP

TP FP

     

Precision Recall
F-Score=2

Precision+Recall

 
 
 

   

    

TP = True Positive, FN = False Negative, 

FP = False Positive and TN = True Negative. 

1. Dataset 

 We analyze 450 images of plant 

leaves, which have a spread of 15 class 

labels assigned to them. Each class label is a 

crop-disease pair, and we make an attempt 

to predict the crop-disease pair given just the 

image of the plant leaf. Figure 1 shows one 

example each from every crop-disease pair 

from the PlantVillage dataset. In all the 

approaches described in this paper, we 

resize the images to 224 × 224 pixels, and 

we perform both the model optimization and 

predictions on these downscaled images. 

 Across all our experiments, we use 

three different versions of the whole 

PlantVillage dataset. We start with the 

PlantVillage dataset as it is, in color; then 

we experiment with a gray-scaled version of 

the PlantVillage dataset, and finally we run 

all the experiments on a version of the 

PlantVillage dataset where the leaves were 

segmented, hence removing all the extra 

background information which might have 

the potential to introduce some inherent bias 

in the dataset due to the regularized process 

of data collection in case of PlantVillage 

dataset. Segmentation was automated by the 

means of a script tuned to perform well on 

our particular dataset. We chose a technique 

based on a set of masks generated by 

analysis of the color, lightness and 

saturation components of different parts of 

the images in several color spaces (Lab and 

HSB). One of the steps of that processing 

also allowed us to easily fix color casts, 

which happened to be very strong in some of 

the subsets of the dataset, thus removing 

another potential bias. This set of 

experiments was designed to understand if 

the neural network actually learns the 

―notion‖ of plant diseases, or if it is just 

learning the inherent biases in the dataset. 
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Figure 6 represents the sample plant leaf 

diseases. 

 

 

Figure 6: Samples from our Imagery Dataset 

that Show Different Types of Healthy and 

Diseased Plant Leaves 

 

5.Results 

 To evaluate the performance of the 

proposed model, the entire dataset split into 

80% training and 20% testing. Figure 7 and 

8 represents the training progress as well 

confusion matrix of the suggested 

framework. By the proposed approach, we 

obtained 73.33% accuracy, 73.33% 

precision, 75.72% recall, and 74.51% F-

score. 

 

 

 

Fig 7: Training progress of the proposed 

model. 
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Fig 8: Confusion matrix of the proposed 

model. 

6.Conclusion and Future scope 

 Disease detection in plants at the 

early stages is a hard and challenging task. 

Many researchers have used 

different Machine Learning and Deep 

Learning techniques for automatic plant 

disease detection. However, most of these 

techniques either use millions of training 

parameters or have a low classification 

accuracy. In this work, a special deep 

learning model has been developed based on 

convolutional neural networks to detect 

plant diseases through images of healthy or 

diseased plant leaves. In future, for better 

accuracy a hybrid model was proposed for 

automatic plant disease detection. 

 

References 

1. K. A. Garrett, S. P. Dendy, E. E. Frank, M. 

N. Rouse, and S. E. Travers, ―Climate 

change effects on plant disease: genomes to 

ecosystems,‖ Annual Review of 

Phytopathology, vol. 44, pp. 489–509, 2006.  

2. S. M. Coakley, H. Scherm, and S. 

Chakraborty, ―Climate change and plant 

disease management,‖ Annual Review of 

Phytopathology, vol. 37, no. 1, pp. 399–426, 

1999.  

3. S. Chakraborty, A. V. Tiedemann, and P. S. 

Teng, ―Climate change: potential impact on 

plant diseases,‖ Environmental Pollution, 

vol. 108, no. 3, pp. 317–326, 2000. 

4.  A. J. Tatem, D. J. Rogers, and S. I. Hay, 

―Global transport networks and infectious 

disease spread,‖ Advances in Parasitology, 

vol. 62, pp. 293–343, 2006. 

5.  J. R. Rohr, T. R. Raffel, J. M. Romansic, H. 

McCallum, and P. J. Hudson, ―Evaluating 

the links between climate, disease spread, 

and amphibian declines,‖ Proceedings of the 

National Academy of Sciences of the United 

States of America, vol. 105, no. 45, pp. 

17436–17441, 2008.  

6. T. Van der Zwet, ―Present worldwide 

distribution of fire blight,‖ in Proceedings of 

the 9th International Workshop on Fire 

Blight, vol. 590, Napier, New Zealand, 

October 2001.  

7. S. A. Miller, F. D. Beed, and C. L. Harmon, 

―Plant disease diagnostic capabilities and 

networks,” Annual Review of 

Phytopathology, vol. 47, pp. 15–38, 2009.  

8. M. B. Riley, M. R. Williamson, and O. 

Maloy, ―Plant disease diagnosis. The Plant 

Health Instructor,‖ 2002.  

9. J. G. Arnal Barbedo, ―Digital image 

processing techniques for detecting, 

The International journal of analytical and experimental modal analysis

Volume XIII, Issue XII, December/2021

ISSN NO:0886-9367

Page No: 2034

https://www.sciencedirect.com/topics/computer-science/machine-learning
https://www.sciencedirect.com/topics/computer-science/deep-learning-technique
https://www.sciencedirect.com/topics/computer-science/deep-learning-technique
https://www.sciencedirect.com/topics/computer-science/classification-accuracy
https://www.sciencedirect.com/topics/computer-science/classification-accuracy


quantifying and classifying plant 

diseases,” SpringerPlus, vol. 2, article 660, 

pp. 1–12, 2013.  

10. H. Cartwright, Ed., Artificial Neural 

Networks, Humana Press, 2015. 

11. I. Steinwart and A. Christmann, Support 

Vector Machines, Springer Science & 

Business Media, New York, NY, USA, 

2008. 

12. Krizhevsky, A., Sutskever, I., and Hinton, 

G. E. (2012). ―Imagenet classification with 

deep convolutional neural networks,‖ 

in Advances in Neural Information 

Processing Systems, eds F. Pereira, C. J. C. 

Burges, L. Bottou, and K. Q. Weinberger 

(Curran Associates, Inc.), 1097–1105. 

13. Hughes, D. P., and Salathé, M. (2015). An 

open access repository of images on plant 

health to enable the development of mobile 

disease diagnostics. arXiv:1511.08060 

14. Brahimi, M.; Arsenovic, M.; Laraba, S.; 

Sladojevic, S.; Boukhalfa, K.; Moussaoui, 

A. Deep learning for plant diseases: 

Detection and saliency map visualisation. In 

Human and Machine Learning; Springer: 

Berlin, Germany, 2018; pp. 93–117. 

15. Sibiya, M.; Sumbwanyambe, M. A 

Computational Procedure for the 

Recognition and Classification of Maize 

Leaf Diseases Out of Healthy Leaves Using 

Convolutional Neural Networks. 

AgriEngineering 2019, 1, 119–131. 

16. Amara, J.; Bouaziz, B.; Algergawy, A. A 

Deep Learning-based Approach for Banana 

Leaf Diseases Classification. In Proceedings 

of the BTW (Workshops), Stuttgart, 

Germany, 6–10 March 2017; pp. 79–88.  

17. Zhang, K.; Wu, Q.; Liu, A.; Meng, X. Can 

Deep Learning Identify Tomato Leaf 

Disease? Adv. Multimed. 2018, 2018, 10.  

18. TÜRKOGLU, M.; Hanbay, D. Plant disease 

and pest detection using deep learning-based 

features. ˘ Turk. J. Electr. Eng. Comput. Sci. 

2019, 27, 1636–1651.  

19. Ferentinos, K.P. Deep learning models for 

plant disease detection and diagnosis. 

Comput. Electron. Agric. 2018, 145, 311–

318.  

20. Ramcharan, A.; Baranowski, K.; 

McCloskey, P.; Ahmed, B.; Legg, J.; 

Hughes, D.P. Deep learning for image-based 

cassava disease detection. Front. Plant Sci. 

2017, 8, 1852.  

21. Fujita, E.; Kawasaki, Y.; Uga, H.; 

Kagiwada, S.; Iyatomi, H. Basic 

investigation on a robust and practical plant 

diagnostic system. In Proceedings of the 

2016 15th IEEE International Conference on 

The International journal of analytical and experimental modal analysis

Volume XIII, Issue XII, December/2021

ISSN NO:0886-9367

Page No: 2035



Machine Learning and Applications 

(ICMLA), Anaheim, CA, USA, 18–20 

December 2016; pp. 989–992. 

22. Yamamoto, K.; Togami, T.; Yamaguchi, N. 

Super-resolution of plant disease images for 

the acceleration of image-based phenotyping 

and vigor diagnosis in agriculture. Sensors 

2017, 17, 2557.  

23.  Durmu¸s, H.; Güne¸s, E.O.; Kırcı, M. 

Disease detection on the leaves of the 

tomato plants by using deep learning. In 

Proceedings of the 2017 6th International 

Conference on Agro-Geoinformatics, 

Fairfax, VA, USA, 7–10 August 2017; pp. 

1–5. 

24. Too, E.C.; Yujian, L.; Njuki, S.; Yingchun, 

L. A comparative study of fine-tuning deep 

learning models for plant disease 

identification. Comput. Electron. Agric. 

2019, 161, 272–279.  

 

The International journal of analytical and experimental modal analysis

Volume XIII, Issue XII, December/2021

ISSN NO:0886-9367

Page No: 2036



_____________________________________________________________________________________________________ 
 
*Corresponding author: Email: sivasai.kumar6@gmail.com; 

 
 

Original Research Article 

Asian Journal of Current Research 
 
6(4): 24-32, 2022 
ISSN: 2456-804X 

 

 
 

SEGMENTATION BASED IMAGE STEGANOGRAPHY 
 

A. SIVA SAI KUMAR1*, J. SUNIL KUMAR1 AND K. PENCHALAIAH1 
1Departmentof ECE, Narayana Engineering College (JNTUA), Nellore, A.P, India. 

 
AUTHORS’ CONTRIBUTIONS  

This work was carried out in collaboration among all authors. All authors read and approved the final 
manuscript. 

 
 
 

Received: 20 March 2020 
Accepted: 25 May 2020 
Published: 28 December 2021 
__________________________________________________________________________________ 

 
ABSTRACT 

 
In recent years, the advancements in digital communications and information technology has become important 
for secured information transmission. For providing secured communication, steganography plays an important 
role. Different algorithms are utilized in steganography to conceal secret information in digital images. 
Imperceptibility is one of the major concerns in steganography. In the proposed method, segmentation and 
improved LSB algorithm has been used for embedding secret information in digital images. In order to maintain 
high imperceptibility in the proposed algorithm, the cover image is splited after which the secret data is 
embedded into any one of the segment of cover image by using a secret key.  The test results demonstrate that 
the stego image quality has been improved contrasted with other existing algorithms of data hiding. Various 
parameters like NCC, MSE and PSNR are determined to check the robustness of this method. Higher 
estimations of NCC and PSNR are obtained compared to existing methods. 
 
Keywords: Digital image; imperceptibility; LSB algorithm; MSE; NCC; PSNR; steganography. 
 
1. INTRODUCTION 
 
In the present days Communication plays a vital role. 
Wireless and wired communications are the available 
types of communications. With the rapid 
advancements in the internet, transfer of               
information became easier and faster, but fails to 
protects the information being transmitted. Now a 
day’s all the communication technologies                 
transmits the information in digital form. The                  
data is protected from unauthorized access and 
corruption by using data security. In latest 
communication trends, a wide scope of            
advancements are essential to identify and overcome 
the security threats. The information security          
systems are ordered into various classifications as 
shown Fig. 1.  

The major techniques used for secured transmission 
are Data hiding and cryptography. In cryptography, 
the secret information is converted to cipher text 
(unreadable form) using an encryption algorithm. In 
cryptography, the intruder can sense about the 
transmission of information.  
 

 
 

Fig. 1. Categories of information security systems 



 
 
 
 

Kumar et al.; AJOCR, 6(4): 24-32, 2022 
 
 

 
25 

 

1.1 Data Hiding  
 

In data hiding, the data was concealed in a cover 
medium and the obtained stego file is transmitted over 
the communication network. Compared to 
cryptography, data hiding conceals the presence of 
secret information and it can’t be distinguished by the 

natural eye. Imperceptibility, security, payload, 
robustness and embedding complexity are the 
important factors that are to be considered in 
designing an ideal data concealing framework. 
 
Watermarking technique is widely used for copyright 
protection. Watermarking inserts sequence of bits in 
digital cover file that acknowledges the file copyright 
data [1]. Steganography is totally devoted for secret 
communication. As the transmission of data is 
invisible, the secret information cannot be identified 
easily. In steganography after extracting the secret 
information, cover medium does not hold any 
significance, where as in reversible data hiding, the 
cover medium also hold the secret data after 
extraction. In reversible data concealing [2], it is 
possible to hide more number of information bits into 
cover image and also we can reconstruct the original 
image from the stego medium. This technique is best 
suitable for applications where one can store the 
secret data in cover image, and recover actual cover 
image without any degradation, after extracting the 
data [3]. The cover medium might be an image, audio 
file or a video file and the secret data might be in the 
form a text file or an image. Watermarking schemes 
are used to protect digital media like audio, images, 
videos, official reports, etc in the form of images or 
logos or text in the file or they can be invisible. 
Steganography can be utilized in intelligence 
agencies, medical, military organizations etc., to 
achieve covert data exchange. 
 

1.3 Steganography 
 

Steganography is an efficient technique that provides 
security to the data during communication [4]. In 
steganography the secret data is transmitted through 
the images, video or audio files so that no one can 
extract the secret data except the intended receiver. 
Steganalysis is the process of finding the concealed 
data from cover file. Steganalysis methods are 
grouped as blind processes [5]. 
 
 Steganography [4] means covered writing. 
Steganography is a greek word derived from steganos 
and graphein. Steganos implies covered or hidden and 
graphein intends to write. Markus Kahn characterized 
steganography as the art of communication that 
conceals the existence of the transfer of information” 

[6]. 

The basic steganographic system is shown in Fig. 2. 
 

 
 

Fig. 2. Basic steganography system 
 
In any steganography system, the secret data to be 
transferred is concealed in cover medium utilizing an 
embedding algorithm and secret key. The              
resultant image is called stego image, which is              
looks like cover image but it contains secret data. The 
stego image is transmitted to recipient over 
communication medium. At the recipient, by           
utilizing a similar secret key and extraction            
algorithm the secret data is retrieved from stego 
image.  
 
The diverse steganography conventions are 
 
 Pure Steganography 
 Public Key Steganography 
 Secret Key Steganography 

 
In pure steganography, secret key utilized in 
embedding process is not shared with                      
intended receiver. Pure steganography provides less 
security. 
 
In public key steganography, the transmitter hides the 
secret data in cover image by utilizing a secret key. 
The resultant image is transmitted to the intended 
receiver. By utilizing another key, the receiver 
retrieves secret data from stego image. This system 
provides more security compared to pure 
steganography.  
 
In secret key steganography, the key utilized by 
transmitter in embedding process was sent along with 
stego image to the receiver. By utilizing the key 
received by the receiver, secret data is retrieved from 
stego image. This system provides greater                
security compared with other steganographic 
conventions. 

Stego Image 
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Cover Medium 
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algorithm 
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1.4 Segmentation 
 
Image segmentation decomposes the digital image 
into different segments which altogether covers the 
entire image. The key objective behind image 
segmentation is to analyze the digital image easily and 
to detect objects and boundaries in images. It is used 
in various fields like object detection, face 
recognition, video surveillance, finger print and iris 
recognition, medical imaging, machine vision etc. The 
basic method in image segmentation is threshold 
segmentation. In threshold segmentation, threshold 
value is utilized to transform the gray scale image to 
binary image [7].  
 
Image segmentation is used to detect the edges of an 
object. The discontinuous local features of the image 
are used to detect the edges The various parts of the 
image changes occurs in texture changes, color 
mutation, change in gray values and so on[8]. 
 
Clustering is the basic concept used in image 
segmentation. Clustering refers to the grouping of 
similar elements. In clustering, the widely used 
algorithm is k–means algorithm. This algorithm 
assembles the samples into non-indistinguishable 
groups according to the distance [9]. 
 
2. REVIEW OF LITERATURE 
 
Various algorithms have been proposed for image 
steganographic systems. The various advancements in 
image steganographic system attempts to conceal 
secret information effectively and to provide greater 
security. 
 
Lossless image steganographic scheme was proposed 
by Chih-Chiang Lee et al. In this scheme secret data 
bits are embedded in fixed size blocks of cover image. 
Number of bits inserted in each block is based on the 
complexity of cover image. This technique is an 
improvement over Alattar’s scheme [10]. This 
technique hides more bits, thus increasing hiding 
capacity. 
 
The basic image steganographic algorithm is Least 
Significant Bit (LSB) algorithm. Here secret 
information and every pixel of the cover image are 
converted into bits. Then the least significant bit of 
each pixel of the cover image is overwritten by secret 
information bit as depicted in Fig. 3. 
 
By utilizing encryption and LSB algorithm, Data 
concealing technique was proposed by Fahim Irfan 
Alam, Fateha Khanam Bappee, Farid Uddin Ahmed 
Khondker. In this technique, the secret information to 
be transferred is encoded utilizing an encryption 

algorithm and by utilizing LSB algorithm, encrypted 
data is hidden into cover image [11]. 
 

 
 

Fig. 3. LSB algorithm 
 
By utilizing wavelet transform and OPA algorithm, S. 
Jayasudha proposed a steganographic technique. This 
technique uses integer wavelet transform to increase 
hiding capacity and OPA algorithm to improve the 
quality of image [12]. 
 
An effective steganography algorithm was proposed 
by Souvik Bhattacharyya et al., [13] that utilizes 
DWT difference modulation. In this algorithm the 
secret data bits are concealed in nearby DWT 
coefficient differences. Various image attacks can be 
avoided by using this technique and suitable for 
compressed and uncompressed domains. 
 
DWT based data hiding technique was proposed by 
Barnali Gupta Banik et al. [14] for image 
steganography. This steganography method maintains 
high secracy. 
 
Based on singular value decomposition(SVD), 
Yambem Jina Chanu, Kh. Manglem Singh and 
Themrichon Tuithung [15] proposed a data hiding 
technique. In SVD technique the cover image is 
partitioned into number of blocks and the secret data 
bits are embedded in the singular values of the          
blocks of cover image. This technique is effective 
against the various intruder threats during 
communication. 
 
3. PROPOSED FRAMEWORK 
 
In the proposed framework, improved LSB technique 
and segmentation process are utilized. The embedding 
process is depicted Fig. 4. 
 
The various steps involved in embedding process are 
as follows: 
 
Step 1: Select cover image. 
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Step 2: Partition the selected image into four 
segments. 
 

Step 3: The secret data is in text format. Convert the 
text into corresponding bits. 
 

Step 4: Select any one of the four segments of cover 
image. Every pixel value of the selected segment is 
converted into corresponding bits. 
 

Step 5: By using secret key, the LSB of each pixel of 
selected segments was inserted by the corresponding 
bits of secret data.  
 

Step 6: After inserting all the bits of secret data into 
LSB position of each pixel of selected segment, the 
resulting bits are converted back to pixel values. 

Step 7: The resultant segmented image obtained              
after the embedding process is combined with                 
the other three segments using concatenation        
process. 
 
Finally the image obtained after the concatenation 
process is known as stego image which is like 
selected cover image. This stego image is transferred 
over the communication medium to intended 
recipient. Here secret key is used at embedding 
process to provide more security to secret data. This 
secret key is sent to intended receiver along with 
stego image. Here improved LSB technique is utilized 
so that the secret data present in stego image can’t be 

identified by the intruders. The extraction process is 
depicted Fig. 5. 

 

 
 

Fig. 4. Embedding process 
 

 
 

Fig. 5. Extracting process 
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The various steps that are involved in extraction 
process are as follows: 
 
Step 1: The received stego image is partitioned into 
four segments and selects the particular segment that 
contains secret data. 
 
Step 2: The corresponding pixels of the selected 
segment are converted into bits. 

Step 3: By utilizing the secret key the least significant 
bits in each pixel are extracted. 
 

Step 4: After the extraction of all the bits in each 
pixel, the extracted bits are converted into text to 
reconstruct the secret data. 
 

Step5: After extracting all the bits from the selected 
segment, all the four segments are restructured to 
reconstruct the cover image.  

 

4. EXPERMENTATION AND RESULTS 
 
The expermentation is carried out by selecting cover image as gray scale image. The data to be communicated is 
taken in a text file. The results obtained at various stages of embedding and extracting processes are depicted 
below. 
 

 The cover image is selected as depicted below. 
 

 
 

Fig. 6. Selecting the cover image 
 
 The cover image thus selected is depicted below. 

 

 
 

Fig. 7. Selected cover image 
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 The selected cover image is segmented into four parts as depicted below. 
 

 
 

Fig. 8. Secret image parts 
 

 The secret data that is to be transmitted is saved in a text file. This text file is selected as depicted below. 
 

 
 

Fig. 9. Selecting the secret data file 
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 The selected part of cover image and stego image obtained after embedding process are depicted below. 
 

 
 

Figure 10: Selected cover image part and obtained stego image part 
 

 The stego image part and the remaining segments of cover image are restructured to form final stego 
image as depicted below. 

 

 
 

Fig. 11. Final stego image 
 

The restructured image and the secret key utilized at embedding process are transmitted to intended recipient. 
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The recipient selects the part of stego image that 
contains secret data by utilizing segmentation process. 
The secret data is extracted using the secret key and 
the extraction algorithm. The retrieved secret data is 
shown below. 
 

 
 

Fig. 12. Retrieved secret data 
 
The various quality analysis parameters found 
between selected part of cover image and resultant 
image of embedding process are shown below. 
 

 
 

Fig. 13. Quality analysis parameters 
 

5. SOFTWARE TOOL 
 
The software tool used is Matlab R2013a. 
 
6. CONCLUSION 
 
In this framework a hybrid steganographic system is 
introduced to conceal the secret data in cover image 
for secured transmission of the secret data. At the 
transmitter, to embed the secret data into cover image, 
segmentation and improved LSB algorithm concepts 
are used. At the receiver the same methods are 
employed for extracting secret data. Greater security 
is provided by using a secret key. The performance 

accuracy is carried out using various metrics like 
MSE, PSNR, NCC, maximum difference. The 
obtained results showcase that the developed 
methodology provides more security for effective 
communication of secret data without degrading the 
quality of the cover image.     
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ABSTRACT: Image matching is defined 
as judging the similarity by analyzing the 
similarity and consistency between images. 
Image matching methods generally are 
divided into two broad categories: grey-
based image matching and feature based 
image matching. Image feature matching is 
an integral task for many computer vision 
applications such as object tracking, image 
retrieval, etc. The images can be matched 
no matter how the image changes owing 
into the geometric transformation (such as 
rotation and translation), illumination, etc. 
Also due to the successful application of the 
deep learning in image processing, the deep 
learning method has an advantage in feature 
extraction of images. In this paper, we 
adopt a deep Convolutional neural network 
(CNN) model, which attention on image 
patch, in image feature points matching. 
CNN obtains the feature by convolution 
kernel which parameters are achieved by 
learning. So it has strong ability to express 
feature. Compared with other methods, 
experimental results indicate the proposed 
method has higher accuracy and completed 
efficiently. 

I.INTRODUCTION: 

Image feature matching is an integral task 
for many computer vision applications such 
as object tracking, image retrieval, etc. The 
images can be matched no matter how the 
image changes owing into the geometric 
transformation (such as rotation and 
translation), illumination, etc. Also due to 
the successful application of the deep 
learning in image processing, the deep 

learning method has an advantage in feature 
extraction of images. In this paper, we 
adopt a deep Convolutional neural network 
(CNN) model, which attention on image 
patch, in image feature points matching. 
CNN obtains the feature by convolution 
kernel which parameters are achieved by 
learning. So it has strong ability to express 
feature.  
Image matching is defined as judging the 
similarity by analysing the similarity and 
consistency between images. Image 
matching has a wide range of applications 
in many fields, such as image recognition, 
3D modelling, target recognition, image 
stitching, image retrieval, etc. Image 
matching methods generally are divided 
into two broad categories: gray-based 
image matching and featurebased image 
matching. The matching based on gray 
image information is simple and accurate, 
but it is weaker for image changes such as 
nonlinear deformation, illumination and 
scale change. In feature-based image 
matching, the image features are extracted 
and the features are quantified by some 
mathematical means. Matching by this 
method has a great important relationship 
between the accuracy of matching and the 
selection of features. The higher the 
robustness of the feature is, the higher the 
correctness of matching is. 
With the successful application of deep 
learning [3-6] in the field of image 
processing, image feature matching, 
extracted by Convolutional Neural 
Network (CNN), achieves better results 
than traditional methods. With the 
development of CNN, a series of network 
structures, e. g. Alexnet [7], VGG [8], 
Resnet [9], etc., have been developed. In 
recent research, it has been shown that 
using CNN to extract image features can 
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improve image matching accuracy. 
Reference [10] trained a piecewise linear 
regression to detect invariant feature points 
of outdoor pictures with dramatic changes 
because of illumination and weather. 
References [11][12] extracted feature 
through the image patch training based 
Siamese network and matching by 
similarity measure. However, because the 
image patch is too small, the size and 
robustness of the network are limited. Also, 
Reference [12] focused on the difference of 
the images in appearance. References [13-
15] compensated for the lack of image 
matching performance in the big dataset by 
the following methods: increasing the 
negative example to train the network, 
increasing the robustness of the network, 
and matching the correlation between the 
positive and negative examples 
.II.EXISTING METHOD 

Features are parts or patterns of an object in 
an image that help to identify it.  

For example — a square has 4 corners and 
4 edges, they can be called features of the 
square, and they help us humans identify it’s 

a square. Features include properties like 
corners, edges, regions of interest points, 
ridges, etc. 

Glimpse of Traditional feature detection 
techniques: 

Traditional Computer Vision techniques for 
feature detection include: 

Harris Corner Detection — Uses a 
Gaussian window function to detect 
corners.  

Shi-Tomasi Corner Detector — The 
authors modified the scoring function used 
in Harris Corner Detection to achieve a 
better corner detection technique. 

Scale-Invariant Feature Transform 
(SIFT) — this technique is scale invariant 
unlike the previous two.  

Speeded-Up Robust Features (SURF) 
— this is a faster version of SIFT as the 
name says. 

Features from Accelerated Segment Test 
(FAST) — this is a much faster corner 
detection technique compared to SURF.  

Binary Robust Independent Elementary 
Features (BRIEF) — this is only a feature 
descriptor that can be used with any other 
feature detector. This technique reduces the 
memory usage by converting descriptors in 
floating point numbers to binary strings.  

Oriented FAST and Rotated BRIEF 
(ORB) — SIFT and SURF are patented and 
this algorithm from OpenCV labs is a free 
alternative to them, that uses FAST key 
point detector and BRIEF descriptor.  

II.PROPOSED METHOD 

Image matching is defined as judging the 
similarity by analysing the similarity and 
consistency between images. Image 
matching has a wide range of applications 
in many fields, such as image recognition, 
3D modelling, target recognition, image 
stitching, image retrieval, etc. Image 
matching methods generally are divided 
into two broad categories: Grey-based 
image matching and feature based image 
matching. The matching based on Grey 
image information is simple and accurate, 
but it is weaker for image changes such as 
nonlinear deformation, illumination and 
scale change. In feature-based image 
matching, the image features are extracted 
and the features are quantified by some 
mathematical means. Matching by this 
method has a great important relationship 
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ABSTRACT: Color correction and 

enhancement for underwater images is 

challenging due to attenuation and scattering. 

The underwater images often have low 

visibility and suffer from color bias. This 

paper presents a novel color correction 

method based on color filter array (CFA) and 

an enhancement method based on Retinex 

with dense pixels and adaptive linear 

histogram transformation for degraded color-

biased underwater images. For any digital 

image in the RGB space, which is captured 

by digital camera with CFA, their RGB 

values are dependent and coupled because of 

the interpolation process. So we try to 

compensate red channel attenuation of 

underwater degraded images from the green 

channel and blue channel. Retinex model has 

been widely used to efficiently handle low 

brightness and blurred images. The McCann 

Retinex (MR) method selects a spiral path for 

pixel comparison to estimate illumination. 

However, the simple path selection doesn’t 

include global light dark relationship of the 

whole image. So we design a scheme to gain 

much well-distributed and denser pixels to 

obtain more precise intensity of illumination. 

Besides, we design a piecewise linear 

function for histogram transform, which is 

adaptive to the whole RGB value. 

Experiments on a large number of 

underwater degraded images show that, the 

processed images by our method have clearer 

details and uniform visual effect for all 

channels in RGB color space and our method 

can also obtain good performance metrics. 

I.INTRODUCTION: 

Underwater vision plays an important role in 

ocean resources exploration and engineering 

[1], [2]. Due to wavelength-dependent and 

selective light absorption, underwater images 

always suffer from color castes and look 

bluish. When the distance from the imaging 

scene to the camera is being increased, the 

red channel will disappear first. The red 

channel map is darkened, and the value of the 

pixels in the red channel becomes small. In 

this regard, the color of such image should be 

corrected. Moreover, the scattering of light 
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makes the contrast relatively low. Thus, the 

contrast of underwater images is often 

unsatisfactory [3], [4]. The underwater 

imaging theory and underwater images 

enhancement or restoration methods have 

been widely studied these years [5-7]. 

Retinex-based methods and histogram 

transform based algorithms are commonly 

used for underwater image enhancement. 

Iqbal et al. [8] performed contrast stretching 

in RGB color space and saturation and 

intensity stretching in HSI color space to 

enhance underwater images. They 

additionally projected an unattended color 

balance technique to boost distinction in 

RGB color space and in HIS color space [9]. 

However, their method failing in muddy 

environment, for not considering the 

influence of scattering. Ancuti et al. [10] 

coalesced a color compensated image and 

white-balanced one from the first degraded 

underwater image for enhancement. 

However, this method remains unable to get 

satisfactory results once the red channel is 

severely attenuated. Ancuti et al. assumed 

that inexperienced channel is that the 

counterpart of red channel, and that they 

compensate the attenuation of red channel 

and blue channel from that of the green 

channel. Fu et al. developed a 3 steps 

Retinex-based variational framework. Ghani 

et al. conferred an integrated color model by 

forcing the stretched pictures in RGB color 

model to follow the Third Baron Rayleigh 

distribution. Besides, they combined world 

and native distinction stretching to extend 

underwater image quality. Huang et al. 

projected an easy strategy for shallow-water 

image improvement by adaptively getting the 

parameters. Li et al. corrected color distortion 

by process a color transfer operate and 

employing a generative adversarial network 

(GAN) to accomplish optimization. Li et al. 

[17] proposed a color correction GAN, that 

takes raw unlabeled underwater images as 

input, and outputs reconditioned ones. 

Emberton et al. detected and metameric 

regions while not haze, and so estimate 

illumination by white leveling approach. 

Authority et al. projected an underwater 

image improvement model galvanized by the 

morphology and performance of the teleostan 

retina. Serikawa et al. proposed a quick joint 

pure mathematics filtering defogging 

algorithm. Galdran et al. created 

enhancements from the purpose of read of the 

dark channel previous , and proposed an 

appropriate model to spotlight the red 

channel, and a few different improved ways 

supported the dark theory were additionally 

proposed . Zhao et al. combined underwater 

optical models {and the|and therefore the and 
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additionally the} specific properties of 

background light. Metallic element et al. 

projected associate degree underwater 

imaging model to tackle the attenuation error. 

Lu et al. proposed 2 ways supported deep 

learning. These two techniques each 

achieved smart results however their 

application are restricted a lot of or less by 

lack of coaching data. Li et al. increased 

underwater pictures by removing color solid 

and restoring visibility. They also proposed 

an efficient visibility recovery algorithmic 

program based on the principle of the 

minimum data loss of the 3 color channel and 

the inherent relationship of the transmission 

graph and a hybrid method to correct 

underwater pictures. Peng et al. calculable 

the depth of the underwater scenes by 

utilizing image fuzziness and light-weight 

absorption. Fu et al. conferred ballroom 

dancing method: an efficient color correction 

strategy by pixel-wise linear transformation 

associate degreed an optimum distinction 

improvement method. 

II.EXISTING SYSTEM: 

During the last decade, many kinds of 

underwater image enhancement algorithms 

have been proposed. Commonly used 

methods include histogram equalization, 

wavelet transform and Retinex algorithm. 

Over the past decade, these classic algorithms 

have been applied widely and developed. For 

example, Iqbal proposed an enhancement 

method based on histogram sliding 

stretching. Henke proposed a color constancy 

hypothesis algorithm based on gray world 

hypothesis to solve the color distortion 

problem of underwater images. 

 

Grasim addressed the use of a method formed 

by the wavelet transform and the differential 

evolution algorithm. Tang presented the 

underwater image and video enhancement 

based on Retinex. Although these 

enhancement algorithms can process 

underwater images and have been widely 

used, there exist some inherent shortcomings. 

For histogram equalization, image 

enhancement is carried out by obtaining a 

histogram with approximately uniform 

distribution. However, some details of the 

processed image might disappear. Moreover, 

there might be excessive enhancement at the 

peak of histogram. For wavelet transform, it 

is usually successful to deal with images 

captured in shallow waters, while fails in 

deep waters where the red light attenuation is 

severe. 

III.PROPOSED SYSTEM: 

Considering the characteristics of underwater 

imaging and the limitations of directly 
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processing underwater images, we propose 

an underwater image enhancement method 

based on Retinex with dense pixels and 

histogram transformation. Our method is 

focused on the following steps: Firstly, we 

make color-distortion correction for red 

channel from green channel and blue 

channel; Secondly, classical white balance 

algorithm is used to further solve color cast 

of underwater images; Then the image is 

transformed from RGB space to HSV space, 

the V component is processed by McCann 

Retinex (MR) algorithm with dense pixels to 

make its illumination become more uniform. 

Finally, after the image is transformed back 

to RGB color space, it is adjusted by a 

piecewise linear function. 

Fig 1: Flowchart of our enhancement and 

color-correction method for underwater 

images. 

A. RED CHANNEL COMPENSATION 

FROM GREEN CHANNLE AND BLUE 

CHANNEL  

Most RGB images are captured by digital 

camera with color filter array (CFA) [51]. 

Fig. 2 shows Bayer CFA, from which it can 

be seen that, for any specific pixel the image 

sensor obtains the intensity information of 

only one RGB color channel. The other two 

missing colors are calculated by demosaicing 

algorithm. Therefore, their RGB values are 

dependent and coupled because of the 

interpolation process. The pixel value of the 

red channel is closely related to the pixel 

value of the blue channel and the green 

channel in its neighborhood. Inspired by this 

fact, we try to compensate the worst red 

channel of underwater images from their 

relative better channels, i.e., green channel 

and blue channel. 

 

 

Fig 2. Bayer CFA 

 

B. WHITE BALANCE  

The process of removing color forged in 

order that “white remains white” underneath 

the capture and viewing illuminants is termed 

white balancing. One means that of 

performing arts white balance is to assume 

that a white patch induces the outside 

response in one or additional of the camera 

sensors in RGB channels. Then, the RGB 
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values of white-balanced image are given by 

grievous bodily harm R G B, respectively, 

wherever the subscript “max” means the 

maximal at intervals the initial whole image. 

Here we tend to utilize this easy white 

balance technique to more improve color 

visual result. 

C. ILLUMINAACE IMPROVEMENT 

BY RETINEX WITH DENSE PIXELS  

After the on top of 2 steps, the color deviation 

of underwater pictures are greatly improved. 

However, once underwater images are 

obtained particularly in problem spaces, 

artificial lightweight sources are usually 

required as auxiliary light sources for 

imaging that typically leads to uneven 

illumination and blurred details of the 

images. However, they can't be solved by 

correcting color deviation. Therefore we tend 

to any utilize MR technique to reinforce 

them. It’s obvious that the trail of MR method 

chiefly cowls the higher right area of the 

image and doesn't utterly cover the full 

image. If the target object is in the lower left 

of the image, the accuracy of the illumination 

element calculable by this path is poor. 

D. ADAPTIVE HISTOGRAM 

TRANSFORM 

 According to the Gray-World theory, the 

average value of the normalized RGB three-

channel pixel value of the perfect color image 

is 0.5, so the average value of any channel in 

RGB color space is about 128. Furthermore, 

based on the statistics of 500 natural images, 

we have found that the average pixel value of 

any RGB channel of natural images is mainly 

distributed in the interval of [100, 140]. 

However, it is not the case for underwater 

degraded images. Hence we design a 

piecewise linear function for adaptive 

histogram transform to adjust the pixel values 

in order to upgrade underwater images’ 

visual effect. 

IV.RESULTS AND DISCUSSIONS

 

Figure 3: (a) raw Images (b) Results 
Obtained by Proposed method. 
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V.CONCLUSION  

In this project an underwater image 

color correction method and an underwater 

image enhancement method was proposed. 

For any RGB image captured by digital 

camera with color filter array (CFA), its RGB 

values are dependent and coupled because of 

the interpolation process. Inspired this fact, 

color-distortion correction for the red channel 

from the other two channels was done. The 

scheme to gain well-distributed and dense 

pixels to reform the McCann Retinex (MR) 

method was designed.  

 

As a result, obtained more precise 

illumination intensity. To further improving 

the visual quality of the whole image, 

designed a piecewise linear function for 

adaptive histogram. Conducted sufficient 

experiments on a large number of degraded 

underwater images. The proposed method 

outperforms state-of-the-art methods in 

objective metrics. The proposed method was 

also estimated by subjective assessment. The 

images processed by proposed method have 

clearer details, uniform visual effect, and 

better color-correction results comparing 

with state-of-the-art methods.  

VI.FUTURE SCOPE 

The underwater image enhancement 

operations find a wide variety of applications 

in diverse fields, hence there is a huge scope 

to extend this project further to develop a 

generalized and hybrid under water color 

correction and enhancement systems. Also, 

there is a scope for hardware implementation 

of such under-water color correction and 

quality enhancement systems using VLSI 

techniques with Field Programmable Gate 

Arrays and Complex Programmable Logic 

Devices (CPLD) s. 
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Abstract: A comparative study performance on elliptical micro strip patch antenna (EMPA) using various feeding methods at an X 
band (8 GHz to 12 GHz) frequency range is presented in this work. The general X band frequency range varies from 8 GHz to 12 GHz, 
in this frequency range 9.8 GHz operating frequency is selected for RADAR communication application. The proposed work can also 
determine in detection of vehicle speed, military, civil and various wireless communication application systems.  In this, the selected 
feeding techniques are micro strip fed planar, ring pin-fed, pin-fed circular polarized and edge-fed circular polarized. The elliptical 
patch antenna is designed, simulated and analysed with different feeding techniques at 9.8 GHz band, 4.5 dielectric constant of Rogers 
substrate material and thick ness of substrate the is 0.6 mm. The main aim of this EMPA with various feeding concepts presents 
comparative study performance on different parameters like, s-parameter (S11), vswr, bandwidth, directivity and gain using CST Micro 
Studio simulation software.  
 
Keywords: Elliptical, Micro Strip, Rogers, EMPA, X band, S-parameter, Vswr, CST, Gain, Directivity.     

1. INTRODUCTION  

Advertising condition and threefold rolling 
frequencies are required in some proper term applications 
much as radar, communicating, telecommunication and 
employment systems. For wireless applications, the 
handbill polarization can be achieved by varying the alter 
of or by the use of quadruple feeds for perpendicular 
micro-strip dressing aerial. But, with the amend of only a 
unique insert, broadside condition can be achieved for an 
omission repair tentacle which is fed along a symmetrical 
goal partial at +450 to its study alignment [1]. 

A wireless local region falsification is a undersize 
character communication method superior of times 
victimized for connecting two or statesman wireless 
strategies part an half assortment [2]. WLANs rise the 
IEEE802.11 principles, which has so far filmed the 
frequency use in band i.e., 9.8 GHz. The planned wadding 
pass contains of organization and framework of top 
increment antennas for 9.8 GHz and white bandwidth at 
9.8 GHz operating frequency. The basic WLAN building 
between the two. Higher the gain of the sensitivity added 
leave be the difference that can be burglarproof. Hence, 

countertenor realize antennas creation animated role in 
WLAN applications [3]. The planned aerial has 
redemptive win and bandwidth. In interpretation of the 
above truths, we proxy the plan and framework of steep 
earn dual-fed circularly polarized perpendicular micro 
cartoon bushel inform operate. 

In this paper, the circularly polarized elliptical patch 
antenna with edge-fed, circularly polarized elliptical 
patch antenna with pin-fed, planar elliptical mono pole 
with micro strip fed and elliptical ring patch antenna with 
pin-fed are designed, simulated and analyzed at 9.8 GHz 
resonating frequency using CST microwave studio. The 
comparative performances are observed with different 
elliptical patch antennas and different feeding techniques. 
For all these cases, the 4.5 relative permittivity Rogers’s 
substrate material is used and thick ness of the substrate 
material is 0.6 mm. 

2. LITREATUVE REVIEW  

        Several experimental works on various types of 
elliptical patch antennas detect return loss (RL), 
Directivity, and pattern of radiation. Many theoretical 
studies are performed in different ways.  
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The design of EEFCPPA for iridium applications using 
CST tool at 1.3 GHz to 2 GHz band. At this formation the 
return loss is -15.5 dB at 1.62 GHz, vswr, bandwidth and 
directivity values are not calculated [8].  [9] In this article, 
the return loss value is -16.2 dB at 1.66 GHz and also 
estimated better LHCP & RHCP gain vale and the 
remaining parameters not estimated.  

Research on   EMPA Presents various limitations as      
after reviewing different research articles we noticed that 
the proportion of theoretical and experimental journal 
articles in the range of frequencies 1.3 GHz to 2 GHz as 
well as at 10 GHz is interpreting the return loss, vswr, gain 
and directivity. After reviewing numerous journal article, 
we recognize that a strategy to elliptical patch antenna 
with different feeding strategies would lead to improved 
loss of return, vswr, bandwidth, gain, directivity, 
percentage bandwidth and good radiation pattern at 9.8 
GHz band. 

3. EMPA AND FEEDING TECHNIQUES 

[METHODOLOGY]    

A. EMPA Theoritical Expressions 

The effective semi major axis is given by, 

 aeff = a [1 + (
2h

aπϵr
) {ln (

a

2h
) + (1.41ϵr + 1.77) +

h

a
(0.268ϵr + 1.65)}]

1

2
                                            (1) 

The even mode resonance frequency is given by  

f11 =  
15

πeaeff
√

q11

ϵr
                                                    (2)    

Where 

q11 =  −0.0049e + 3.788 e2 − 0.7278 e3 +

2.314 e4                                                                   (3)       

The odd mode resonance frequency is given by,  

f11 =  
15

πeaeff
√

q11

ϵr
                                                   (4)   

Where, q11 =  −0.0063 e + 3.8613 e2 − 1.3151 e3 +

5.2229 e4                                                                (5)   

Where; a = semi major axis; h = height of the dielectric 

substrate; εr = relative permittivity; aeff = effective semi 

major axis; e = elliptical patch eccentricity; f11
e,0 = dual 

resonance frequency and q11
e,0 = approximated Mathieu 

function of the dominant [TM11
e,0] mode [5]. 

B. Planar Elliptical Monopole Antenna with Micro strip 
Fed 

     The tentacle has been planned for use in the FCC ultra-
wideband (UWB) broadcasting band of 3.1 GHz to 10.6 
GHz. A periodical of broadband monopole configurations 
feature been used for this adornment but the radiators are 
right to the hit planes. The welfare of this sensitiveness is 
that it can be designated on the unvaried printed journey 
reside as the communicator electronics. 

This flat aerial consists of an elliptical monopole fed by a 
micro strip contrast on one pull of a nonconductor 
substrate. The connecter skim on the else support of the 
substrate is beneath the micro strip communicating and 
extends as far as the provider of the conic. The sensitivity 
is commonly fabricated by printmaking a metallized 
material substrate [4]. 

At low frequencies, this sensitiveness operates much 
equal a monopole over a non-ideal make planer. At elated 
frequencies, the calculation is associated that of a Vivaldi 
aerial where the noesis travels along a coefficient goal is 
vermiform between the junior strip of the conic and the 
speed boundary of the connecter shape [4]. 

C. Circularly Polarized EPA with Pin-Fed 

     Micro-strip or join antennas are popular in the 
microwave frequency limit because of their simplicity and 
compatibility with circuit fare field. Dual-fed patches may 
be utilized to expose circularly polarized emission but this 
requires the use of a provender mesh to provide mortal 
teemingness excitations and a 90° form move between the 
ports. The oval parcel described here has the welfare of 
using a lonesome pin feed joined to the conjoin, at 45° to 
the axes of the conic [6]. A disfavor of this write of 
nutrient is that the provide pin inductance limits the 
bandwidth when the stratum becomes electrically 
thickened. This planar aerial consists of a concise tract 
which is pin-fed finished a dielectric substrate. The 
sensitiveness is commonly fictitious by printmaking. 

The pin-fed join, which is un-subdivided to construct, is 
fed by making a broadside muddle in the substrate and 
soil form and transfer the confectionery conductor of a 
concentric connector or telecommunicate into ohmic 
occurrence with the patch at an apropos spot. The peak of 
lens depends mainly on the required signaling resistivity, 
typically 50 Ω. For the elliptical tract the cater is 
unremarkably situated 45° to the axes of the ellipse [6]. 
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D. Circularly Polarized EPA with Edge-Fed 

     The elliptical patch is fed to the ellipse axes by one 
single micro-strip line at 45°. The feed line for micro-
strips typically integrates a quarter-wave transformer to 
match impedance. 

E. EPA Ring with Pin-Fed 

     Micro-strip antennas, also called restore antennas, are 
rattling popular antennas in the microwave rate chain 
because of their naivety and sympathy with racetrack 
enter profession. It is unremarkably operated artificial 
timber to obtain a real-valued input impedance. The 
elliptical ring platform aerial is smaller than its hard cyclic 
and perpendicular counterparts when it is operated at its 
significant TM11 way. When operated at the TM12 the oval 
ringing tentacle display wider bandwidths than its strong 
flyer and rectangular counterparts, but at the expense of 
filler [6, 7]. 

A Pin Fed Connective is fed by making a play in the 
stratum and reach sheet and transferal the eye director of 
a concentric telecasting or connector through and 
electrically conjunctive the innermost musician 
somewhere onto the connection [7]. 

F. EMPA with Feeding Methods Design Parameters  

     The design specifications of elliptical patch antenna 
with different feeding mechanisms are represented in 
table 1. 

TABLE 1. DESIGN SPECIFICATIONS  

S.N PARAMETERS VALUES 
1 Frequency Band, f0 9.8 GHz 
2 Material  Rogers 
3 Relative Permittivity, εr  4.5 
4 Substrate Thickness 0.6 mm 

Elliptical edge-fed circularly polarized patch 
5 Long Axis Diameter, Dp1 8.065 mm 
6 Short Axis Diameter, Dp2 7.829 mm 
7 Rotation Angle, α 45 deg. 
8 Feed Length, Lf 4.068 mm 
9 Feed Width, Wf 1.128 mm 

Elliptical pin-fed circularly polarized patch 
10 Long Axis Diameter, Dp1 8.065 mm 
11 Short Axis Diameter, Dp2 7.829 mm 
12 Rotation Angle, α 45 deg. 
13 Offset Feed, Sf 1.238 mm 
14 Feed Diameter 0.1488 mm 
15 Loss Tangent  0 mm 

Elliptical-ring pin-fed patch 
16 Patch Diameter, Dp1 26.78 mm 
17 Cut-out Diameter, Dc1 13.26 mm 
18 Offset Feed, Sf 8.321 mm 
19 Feed Pin Diameter  0.15 mm 

G. Flow Chart 

     The flow chart of elliptical patch antenna various 
feeding techniques shown in figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. EMPA flow chart 

4. DESIGN ASPECTS OF EMPA 

    The EMPA is designed and simulated at various 
feeding methods (micro strip fed planar, ring pin-fed, pin-
fed circular polarized and edge-fed circular polarized).  

A. Micro strip-fed planar elliptical monopole 

    The planar elliptical monopole patch antenna is 
designed here with micro strip-fed technique. This EMPA 
is built at the operating frequency of 9.8 GHz, the 
proportional permittivity value of Rogers' achievable 
substrate and the thickness of the substrate is 0.6 mm. 
Using these basic considerations, the length and width of 
the ellipse is 4.895 mm × 4.895 mm, the feed gap is 
0.06551 mm, the feed line width is 0.752 mm, the ground 
plane length and width is 4.895 mm × 9.789 mm. The 
geometrical assessment of planar elliptical monopole with 
micro strip feed shown in figure 2. Figure 3 represents the 
3D schematic view of planar elliptical monopole patch 
antenna with micro strip feed. Here, the waveguide port 
has positive orientation, free space coordinate position, 
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minimum and maximum of X position is -
10*substrate_height-feed_line_width × 
10*substrate_height+feed_line_width, Z position is 0 × 
10*substrate_height and Y axis position is -
feed_line_length.  
 

Figure 2. Top and Back view of MSFPEM. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. 3D view of MSFPEM. 

B. Elliptical pin-fed circularly polarized patch 

     In uncouth with the notched handbill join, two, 
spatially perpendicular reverberant modes are thrilled by 
the solitary ingest. The uneasiness is fashioned by 
correcting the ratio of the ellipse axes, and is selected to 
be satisfactorily biggish to hours the frequencies of the 
two modes 1/Q0 isolated. Q0 is the blank Q of a linearly 
polarized circular mend. At the bitter load between the 
two frequencies, the resistivity seen by the work is much 
that the currents in the two modes are 90° out of phase, 
with quits bountifulness. Thusly advertising condition. 

 
 

 

 

Figure 4. Geometrical view of EPF CPP. 

The circularly polarized elliptical patch pin feed has 8.065 
mm ellipse diameter long axis, 7.829 mm ellipse diameter 
short axis, α is the long ellipse axis rotation angle, 1.238 

mm feed offset value from the ellipse center. Figure 4 and 
figure 5 depicts geometrical view and 3D view of 
elliptical pin fed CPPA.   

 
 

Figure 5. 3D view of EPF CPP. 

C. Elliptical-ring pin-fed patch 

      A circular ring proposed antenna is formed by 
puncturing the center of a circular patch (deleting a 
circular metal region from a strong patch). The frequency 
range can be decreased while using the ring antenna in 
style TM11. Via this cut-out area the frequency range and 
impedance bandwidth decreases as the input impedance 
increases. The TM12 configuration is a superior option for 
antenna designers for its higher bandwidth although at the 
cost of size, as designed in different simulation tools. 
Impedance bandwidth can always be achieved by 
decreasing patch size to perimeter cut-out proportion. 

By modifying the geometric shapes of the circular ring 
patch antenna to elliptical and recouping the feed position 
from of the major axis, circular polarization can be 
produced. 
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Figure 6. Geometrical view of ERPFP Antenna. 

The elliptical ring patch with pin feed has 26.78 mm 
diameter 1 patch, 13.26 mm diameter 1 cutout, 8.321 mm 
offset feed and feed pin diameter is 0.150 mm. Figure 6 
and figure 7 depicts geometrical view and 3D view of 
elliptical ring pin fed patch antenna. 
 
 
 
 

 
 
 
 
 
 
 
 

 
Figure 7. 3D view of ERPFP Antenna. 

D. Elliptical edge-fed circularly polarized patch 

      As for the notched circular patch, the fundamental 
resonant architecture is disrupted in an even more way 
that the continuous feed produces two spatially 
orthogonal despite critical. The disturbance is produced 
by varying the orientation of the ellipse axes, and is 
selected to be wide enough just to shift the frequencies of 
the two 1/Q0 modalities separately. Q0 is the disassembled 
Q of a circular patch of regular oscillation. The 
impedances seen by feed really are at the center point of 
the two frequencies that perhaps the currents in the 
different mechanisms are out of phase 90°. 

 

Figure 8. Geometrical view of EEF CPP Antenna. 

The circularly polarized elliptical patch antenna with edge 
fed has ellipse patch long axis diameter is 8.065 mm, 
ellipse patch antenna short axis diameter is 7.829 mm, α 

is the ellipse rotation angle, which is 450, Wf is 1.128 mm, 
Lf is 4.068 mm, Wm is 0.2169 mm and Lm is 4.075 mm. 
Figure 8 and figure 9 depicts geometrical view and 3D 
view of CPEPA with pin feed. 
 
 
 
 

 
 
 
 
 
 
 

 
Figure 9. 3D view of EEF CPP Antenna. 

5. SIMULATION RESULTS AND DISCUSSION   

      Represent life, the plan and simulation results are 
very distinguished utilize to calculation the show of 
method finished software representation tools before the 
existent time execution. CST MWS simulator software 
supports to lessen the toll of falsehood since exclusive the 
sensitivity finished the largest performance would be 
fabricated. Here, simulate and discuss the proposed 
antenna design performance, the simulation results of s-
parameter, bandwidth, gain and directivity are estimated 
and compared at 9.8 GHz operating frequency. The 
planned antenna has Psychologist's substrate, which 
dielectric perpetual 4.5, intense land of the substrate is 
0.6 mm. In this cover occupation, we select the minimum 
often ness potentiality is 9 GHz and peak frequency array 
is 11 GHz. Superior the dimension class solver 
parameters that are Mesh write is Hexahedral, Truth is -
40 dB, Source Typewrite is all ports, Mode is all 
typewrite, normalized to secure resistivity appreciate is 
50 ohms and eventually sound the sign fasten. 
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A. S Parameters 

 
Figure 10. Return Loss plot. 

The overall portrayal of dissipating boundary is Sij. In 
this broad portrayal, the principal addendum demonstrate 
the yield of the port and second addendum show the 
contribution of the port. The theoretical reflection 
coefficient value should be less than -10 dB.  

From the reflection coefficient strength map, S11 values 
are -10.27 dB at 9.8 GHz for planar elliptical monopole 
with micro strip feed, -11.147 dB at 9.8 GHz for pin-fed 
elliptical ring patch antenna, -19.933 dB at 9.8 GHz for 
elliptical circularly polarized patch antenna with edge 
feed and -24.308 dB at 9.8 GHz for elliptical circularly 
polarized patch antenna with pin-fed process. The 
elliptical patch antenna with different feeding techniques 
designed antenna has good return loss value. Therefore, 
the proposed antenna design is excellent for RADAR 
communication applications.  

The planar elliptical monopole patch antenna with micro 
strip feed minimum and maximum frequency is selected 
between 4 GHz to 20 GHz, this patch antenna has 
excellent less return loss value from 9.8 GHz to 20 GHz. 
This patch antenna is working at different bands.  
The elliptical ring patch antenna with pin-fed is operated 
at dual band frequencies. The first band (9.86 GHz) 
return loss value is -16. 65 dB and second band (10.7 
GHz) return loss value is -28.84 dB.  

B. VSWR 

Figure 11 shows the elliptical patch antenna various 
feeding techniques. Among figure 11, the vswr values are 
represented below. 

 
 

Figure 11. VSWR Plot. 
 

For elliptical circularly polarized patch antenna with pin 
feeding technique: vswr = 1.1296968 at 9.8 GHz. 
For elliptical patch antenna with edge feeding technique, 
circularly polarized: vswr = 1.2241301 at 9.8 GHz.  
For pin feeding technique elliptical ring patch antenna: 
vswr = 1.766666 at 9.8 GHz.  
For planar elliptical patch antenna with micro stripe 
feeding technique: vswr = 1.8264 at 9.8 GHz. 

C. Band Width  

The band width and % of bandwidth is given by 

BW =  
fH−fL

fc
     (6) 

Percentage BW =  
fH−fL

fc
∗ 100   (7) 

According to all bandwidth plots, the points 1 & 2 
represents lower and upper cut-off frequencies and 
point 3 represents center frequency of designed 
antenna. 
Among, EEFCPP antenna bandwidth plot, f L → 
9.7703 GHz at -10.01 dB, f H  → 9.9246 GHz at -10 dB 
and f o → 9.8 GHz at -19.9333 dB. The possible 
maximum bandwidth is 154.6 MHz and bandwidth 
percentage is 1.578 %. 
 

Figure 12. EEF CPP Antenna Bandwidth Plot. 

Among, EPFCPP antenna bandwidth plot, f L → 

9.5841 GHz at -10.04 dB, f H  → 9.922 GHz at -10.02 
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dB and f o → 9.8 GHz at -24.308 dB. The possible 
maximum bandwidth is 337.9 MHz and bandwidth 
percentage is 3.448 %. 
 

 
 

Figure 13. EPF CPP Antenna Bandwidth Plot. 
 

 
 

Figure 14. ERPFP Antenna Bandwidth Plot. 
 

Among, ERPFP antenna bandwidth plot, f L → 9.7874 

GHz at -10.03 dB, f H  → 9.9359 GHz at -10.05 dB and 
f o → 9.8 GHz at -11.147 dB. The possible maximum 
bandwidth is 148.5 MHz and bandwidth percentage is 
1.514 %. 
Among, MSFPEM antenna bandwidth plot, f L → 

9.5399 GHz at -10 dB, f H  → 20.547 GHz at -10 dB 
and f o → 15.4 GHz at -24.2 dB. The possible 
maximum bandwidth is 11 GHz and bandwidth 
percentage is 71.4 %. 
 

 
 

Figure 15. Micro strip fed planar elliptical monopole antenna 
Bandwidth Plot. 

D. 3D Farfield Gain, Directivity and Realized Gain  

 

 
 

Figure 16. 3D Far field Gain Plot. 
 

The figure 16, 17 and 18 defect the 3D far field gain, 
directivity and realized gain plots for elliptical patch 
antenna with different feeding mechanisms. Among, 
figure 16, the gain values are 7.055 dBi at 9.8 GHz for 
EEFCPP antenna, 6.607 dBi at 9.8 GHz for elliptical 
pin feed CPP antenna, 11.24 dBi at 9.8 GHz for 
elliptical ring pin feed patch antenna and 2.223 dBi at 
9.8 GHz for planar elliptical monopole micro strip feed 
antenna. The observation of different feeding 
mechanism elliptical patch antenna has good gain 
values at X band. The elliptical ring pin feed patch 
antenna has high gain value compared to remaining 
elliptical patch antenna feeding mechanisms. 

Among, figure 17, the directivity values are 7.23 dBi 
at 9.8 GHz for EEFCPP antenna, 6.61 dBi at 9.8 GHz 
for elliptical pin feed CPP antenna, 11.25 dBi at 9.8 
GHz for elliptical ring pin feed patch antenna and 
3.284 dBi at 9.8 GHz for planar elliptical monopole 
micro strip feed antenna. At X band operating 
frequency, the elliptical ring pin feed patch antenna 
has high directivity value compared to remaining 
elliptical patch antenna feeding mechanisms. 

 

 
 
 
 

Figure 17. 3D Far field Directivity Plot. 
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Among, figure 18, the realized gain values are 7.011 
dBi at 9.8 GHz for EEFCPP antenna, 6.591 dBi at 9.8 
GHz for elliptical pin feed CPP antenna, 10.89 dBi at 
9.8 GHz for elliptical ring pin feed patch antenna and 
1.817 dBi at 9.8 GHz for planar elliptical monopole 
micro strip feed antenna. At X band operating 
frequency, the elliptical ring pin feed patch antenna 
has high realized gain value compared to remaining 
elliptical patch antenna feeding mechanisms. 

The reaming parameters of 3D far field gain plots are 
radiation efficiency (-0.1751 dB for elliptical edge 
feed antenna, -0.0027 dB for elliptical pin feed 
antenna, -0.0067 dB for elliptical ring pin feed antenna 
and -1.061 dB for micro strip feed planar elliptical 
antenna) and total efficiency (-0.2194 dB for elliptical 
edge feed antenna, -0.0188 dB for elliptical pin feed 
antenna, -0.3538 dB for elliptical ring pin feed antenna 
and -1.467 dB for micro strip feed planar elliptical 
antenna).  

  

 
 
 

Figure 18. 3D Far field Realized Gain Plot. 
 

 
TABLE 2. ELLIPTICAL PATCH ANTENNA WITH 

DIFFERENT FEEDING METHODS SIMULATION RESULTS. 

Parameter 
Names 

Type of feeding method with patch antenna 
EEFCPP EPFCPP ERPFP EPMMF 

Operating 
Frequency 9.8 GHz 9.8 GHz 9.8 GHz 9.8 GHz 

Return Loss 
(dB) -19.933 -24.308 

-11.2 and    
-28.8 dB at 
10.8 GHz 

-10.7 and -
24.2 dB at 
15.4 GHz 

VSWR 1.2241 1.1297 1.7666 1.8264 
Bandwidth 
(MHz) 154.6 337.9 148.5 11000 

Gain (dBi) 7.06 6.607 11.24 2.223 
Directivity 
(dBi) 7.23    6.61 11.25    3.284 

Realized 
Gain (dBi) 7.01 6.591 10.89 1.817 

Efficiency 
(%) 96.04911 99.93742 99.84437 78.33216 

E. E-Field and H-Field Radiation Patterns (Polar polt)   

 
Figure 19. Polar plot radiation pattern for EEFCPP. 

Figure 19, 20, 21 and 22 depicts the electric field and 
magnetic field (Absolute far field gain and directivity 
radiation patterns at Phi = 900 & Phi = 00) radiation 
pattern for elliptical micro strip patch antenna with 
different feeding methods. 

Observe the edge-fed elliptical patch antenna, the 
absolute far field gain and directivity has same electric 
field (Phi = 900) radiation pattern and also notify the 
absolute far field gain and directivity has same 
magnetic field (Phi = 00) radiation pattern.  

 

Figure 20. Polar plot radiation pattern for EPFCPP. 
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Figure 21. Polar plot radiation pattern for ERPFP. 

Similarly, to examined the pin-fed, ring pin-fed and 
micro strip feed elliptical patch antenna absolute far 
field gain and directivity has same e-field (Phi = 900) 
and h-field (Phi = 00) radiation pattern.  

After observing all the simulated results composed 
from Table 2, considering return loss (-24.308 dB and 
-19.933 dB), bandwidth (337.9 MHz and 154.6 MHz) 
and vswr (1.129 and 1.224) values the circularly 
polarized elliptical patch antenna with pin feeding and 
edge feeding is excellent, this less return loss value, 
bandwidth value and vswr value are always desirable. 
The remaining planar elliptical monopole patch 
antenna with micro strip feed and elliptical ring patch 
antenna with pin feed has good vswr, bandwidth and 
return loss values, but these two designed patch 
antennas shows dual band frequencies. 

 
Figure 22. Polar plot radiation pattern for PEMMF. 

 
 

Figure 23. E-Field and H-Field polar plot radiation pattern. 
 
Then considering gain and directivity values, elliptical 
ring patch antenna with pin feed antenna is suitable 
which gives 11.24 dBi gain and 11.25 dBi directivity 
as high gain and directivity are always desired. The 
EEFCPP and EPFCPP antennas are also suitable 
which gives 7.06 dBi & 6.607 dBi gain and 7.23 dBi 
& 6.61 dBi directivity as good gain and directivity are 
always desired. Then considering efficiency, the 
elliptical patch antenna with various feeding 
techniques shows high efficiency results. 
Regarding all the above discussed characteristics 
(return loss, vaswr, bandwidth, gain, directivity and 
efficiency), the elliptical patch antenna with different 
feeding methods are perfectly designed and simulated. 
And in the broad applications of X-band (9 GHz to 11 
GHz), this antenna architecture can be said to be true 
from all these aspects of the parameters.  

F. Efficiency Versus Frequency Plot   

     The figure 24 depicts the efficiency versus 
frequency plot for elliptical patch antenna for different 
feeding techniques. At 9.8 GHz operating frequency, 
the elliptical patch antenna efficiency values are 96.1 
% for edge feed, 99.9 % for pin feed, 99.8 for ring pin 
feed and 78.4 % for micro strip feed. All the elliptical 
feeding mechanism has excellent efficiency values.  
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Figure 24. Efficiency vs Frequency Plot. 

Thus, the suggested developed antenna can be shown 
to be acceptable from all aspects of simulated metrics 
(return loss, vswr, bandwidth, gain, directivity and 
efficiency) in X-band (8 GHz to 12 GHz) applications. 
Table 3 represents the comparison of efficiency results 
with various feeding methods, elliptical patch antenna 
at 9 GHz to 11 GHz band. 

TABLE 3. COMPARISON OF EFFICIENCY RESULTS WITH 
DIFFERENT FEEDING TECHNIQUES, ELLIPTICAL PATCH. 

Frequency in 
GHz 

EFFICIENCY (%) 
EEFCP

P 
EPFCP

P 
ERPFP 

EPMM
F 

9 
47.41947

9 
114.951

9 
99.8189

3 
77.9581

5 

9.2 
91.79321

2 
105.013

9 
99.8990

7 
77.9581

5 

9.5 
103.4399

6 
100.860

6 
99.8404

6 
78.2137

4 

9.8 96.04911 
99.9374

2 
99.8443

7 
78.3321

6 

10 
95.38176

5 
99.8215

6 
99.8528

3 
78.3321

6 

10.2 
97.43917

6 
100.265

6 
99.9250

3 
78.3974

3 

10.5 
101.9263

3 
98.8600

7 
99.3863

5 
78.5382

8 

10.8 
86.42427

9 
99.2183

9 
99.1683

7 
78.6938

6 

11 
61.48668

9 
92.189 

99.6761
4 

78.6938
6 

The performance efficiency and realized gain 
parameters are examined at 9 GHz to 11 GHz band, 
which are represented in efficiency vs frequency plot, 
realized gain vs frequency plot and table 3.   

G. Realized gain Versus Frequency Plot   

 
 

Figure 25. Realized gain vs Frequency Plot. 

The elliptical patch antenna with different feeding 
mechanisms of realized gain in dBi versus frequency 
in GHz shown in figure 25. 

In [8] and [9], the EEF and EPF patch antenna was 
designed which has return loss of-15.5 dB & -16.2 dB 
and vswr of 1.62 & 1.66. But in this proposed work the 
edge feed and pin feed elliptical patch antennas has 
less return loss, good vswr value, high directivity and 
excellent efficiency. The Table 4 shows the 
comparative performance chart among Ref [8] & [9]. 
In [15] the comparative study on CEMSPA with MSL 
at X band the bandwidth is 489 MHz, but in this 
proposed work the monopole micro strip feed elliptical 
patch antenna bandwidth is 11 GHz. The proposed 
EMFMSP antenna has more bandwidth compared to 
[15]. 

TABLE 4. COMPARISON OF PERFORMANCE 
PARAMETERS WITH WORKS TO EXIST 

Parameters [8] [9] [15]  Present Work 

Return Loss 
(dB) -15.5        -16.2          

-31.9 
dB at 
10 
GHz 

-19.933 for EEF 
-24.31 for EPF 
-10.7 at 9.8 GHz 
and -24 at 15.2 
GHz for EMPF 

VSWR 1.62 1.66 
1.05 
at 10 
GHz 

1.224 for EEF 
1.129 for EPF 
1.8 for EMPF  

Bandwidth --- -- 489 
MHz 

11 GHz for 
EMPF 

Directivity 
(dBi) --- --- 7.9 

7.23 for EEF 
6.61 for EPF 
3.2 for EMPF 

Efficiency 
(%) --- --- 92.5 

% 

96.1 for EEF 
99.9 for EPF 
78.5 % for 
EMPF 
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6. CONCLUSION 

       In short, analyzing the results of the built antennas in 
this study, it can be noted that by using X band frequency, 
the shortcomings of circularly polarized elliptical patch 
antenna with edge feed method and pin feed method such 
as; return loss, vswr, directivity, and efficiency can be 
improved. This paper work, the elliptical patch antenna is 
beautifully constructed, simulated and analyzed with 
various feeding techniques. The performance parameters 
(return loss, vswr, bandwidth, gain, directivity, and 
efficiency) have been shown in this paper work with good 
results and also compared performance characteristics 
with various feeding methods. Together with these strong 
resulting vales compactness in size and easy 
manufacturing make this proposed antenna suitable with 
X band information technologies. X-band has major 
applications in radar communication, and also the 
application of weather forecasting, defense monitoring 
etc. in military and government agencies. 
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This paper addresses the uncertainty that is present in the design of static random access
memory (SRAM) cells using an artificial intelligence (AI) technique. The SRAM has
much uncertainty in high-performance portable very large-scale integration (VLSI) chips
due to their performance and storage density. This paper presents the way for solving
the uncertainty problem by evaluating point-by-point recreation derived for the memory
cells inform of the power, speed, and area investment funds acquired in the advanced cell
configuration when contrasted with the standard regular architecture for autonomous
vehicles using AI algorithm. The adiabatic low power technique is implemented to enrich
the configuration of the 6T-SRAM cells. The procedure of the adiabatic process will
provide high loss in terms of dissipation of energy which is connected to ground (0V) and
transition can be converted from ‘1’ to ‘0’. Moreover, this transition will be decreased to
a high amount of degree within corresponding memory cells. Thus uncertainties with the
AI model can able to deliver low power reduction using the automatic model of operation
as standard adiabatic 6T SRAM cells are implemented. To prove the effectiveness in
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the reduction of uncertainties a low power margin is obtained with marginal values of
0.25 Volts which is much lesser than the existing models.

Keywords: SRAM; 6T-SRAM cell; adiabatic power; energy dissipation; power reduction;
delay.

1. Low Power Uncertainties — An Introduction

Most of the uncertainties that are present in memories are used for storing data or
information. Generally, two types of memories are preferred in electronic memory
devices such as volatile and non-volatile memories based on applications, these
memories affect the performance of speed of the devices. In recent years, the static
random access memory (SRAM) is one of the substantial pieces of research for
the development of the speed of the process, reducing the memory and power due
to increasing demand on advanced electronic devices such as laptops, integrated
circuit (IC) memory cards, etc.1,2 The feedback cells are designed to improve the
performance of the memory cells.3–9 These are widely used in on/off-chip memories
mobile applications of low standby leakage. The static memory is the semiconductor
memory work with bistable latching circuitry, which stores each bit and exhibits
the data remembrance. The static memories are volatile memory, that store data
eventually lost when not powered in the memory cell.

1.1. Uncertainty in SRAM cell design: Survey model

The SRAMs are used for solving several uncertainties that are present in various
microelectronics applications like advanced server processors, system on chip (SoC)
and multimedia applications. These are operating at low power supplies with high
noise immunity due to large noise margins. The embedded SRAM in SoC products
are designed for handling the processors easily and effectively.10 The various chips
are designed based on the demand for performance, saving memory within less size
and minimizing the latency with the integrated fast memories (cache) are being
integrated on-die. Many researchers are suggested SRAM designed for SoC appli-
cations and high-performance processors. The memory element or storage element
is one of the basic operations of the SRAM cell, it includes the writing and reading
operation from/into the cell. In this paper, implement the technique for advanced
SRAM design aspects, basic operations of existing 6T-SRAM (six transistors) mem-
ory cell and design process, nano-regime techniques and challenges, limitations in
read-write requirements of memory cells. This performance is evaluated by the two
design metrics such as read static noise margin (RSNM) and write static noise mar-
gin (WSNM). Apart from these parameters, the inline metric, N -curves also used
to measure the stability of reading and write operation of the memory.11,12

The basic SRAM cells work with feedback mechanism-based cross-coupled
inverters to maintain their state. The dynamic random access memory (DRAM)
cells hold a charge as data, which acts as a floating capacitor. The data is reg-
ularly retrieved by dynamic cells and charge stored leaky floating capacitor. The
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charges stored in the leaky floating capacitor and dynamic cells are refreshed regu-
larly to retrieve the stored data. The high-performance read and write operations
are achieved by the cross-coupled inverters in SRAM. However, these static mem-
ories are faster compared with dynamic RAM, it requires much space (area) than
DRAMs. The SRAM cache memory contains sense amplifiers, an address decoder,
an array of memory, and write drivers to enable the writing into and reading from
the array of memory. The standard memory architecture is shown in Fig. 1. These
SRAM memory arrays exit with 2n words of 2m bits each. Every bit is stored in
the memory cell and share bit-line pairs (BL, BL′) in each column and a common
word-line (WL) in each row. The access of the cell is performed by the resistances
and capacitances of the bit lines and word lines. The size of the memory is pro-
portional to the number of rows and columns.8,9 The folded technology is used
high-level memories, including the bit line capacitance, the word line capacitance
consists of 2n − k rows and 2m + k columns and in each row of the memory with
2k words. The SRAM cells are addressed by the selection of appropriate lines like
word line, a bit line pairs are activated with the row and a column decoder.

1.1.1. Recent literature

The process of accruing uncertainties is explained using a factorial model13 where
the minimum and maximum values are defined. This provides a clear insight in
achieving suitable values which are defined in terms of variance. But in field inten-
sity, both limits do not establish any security for adiabatic cell structures. Subse-
quent procedures are carried out for quantification uncertainties14 which are used
for predicting space with high limit boundaries. In this case, more amount of lim-
itations leads to prediction problems which indicate the failure of the automatic
process. Therefore, for high limit boundaries a probability model is defined which
holds all quantified processes for 5T and 6T SRAM structures.15

1.2. Deciphering uncertainties using AI

Artificial intelligence (AI) techniques are implemented for solving the uncertainties
that are present in low-power SRAM design. Since in the proposed method low-
power SRAM cells are designed they can be applied in all applications of the Internet
of Things (IoT) since the metal oxide semiconductor field effect transistor (MOS-
FET) has many limitations. To be precise the SRAM design memory requirements
are tested with an autonomous vehicle that turns with battery-packed systems.
To analyze the aforementioned effect a non-linear classification problem is applied
with perceptron algorithms where the basic form is represented using mathematical
equations as follows:

Pi =

{
0 if input < di,

1 if input > di,
(1)

where di represents the decision line which is calculated from input of AND gate.
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If the values of decision variables are calculated then the function of perceptron
can be defined using three different variables as represented in Eq. (2).

f(Pi) =
n∑

i=1

ϑi ∗ yi + τi, (2)

where ϑi, yi and τi represents the input load, path followed and preconception of
perceptron.

Equation (2) represents that bias points is primarily implemented for shifting
the lines between two different cases, namely, 0 and 1. In the modeling of deep
neural networks with SRAM cells the major objective in autonomous vehicles is to
reduce the amount of loss that is present in the system. Therefore, the objective
function can be defined using Eq. (3) as

O(i) =
∫ n

i=1
P (i, n) ∗ µ(i, n)didn (3)

where µ(i, n) represents the loss function.
In case if loss function is much higher then it should be optimized by converting

it to a gradient function which is represented using Eq. (4).

Omodified(i) =
1
σ

n∑

i=1

µ(i, n), (4)

where σ represents the gradient function.
Equation (4) represents the modified objective function with reduction in loss

terms. Since the method implements a binary variable the same function can be
represented using sigmoid function as follows:

fmodified(Pi) = e−in 1
1 + e−in

, (5)

where e−in represents the exponential function of two variable functions.
Using AI model the problem of uncertainties for data distribution with low

power 5T and 6T cells can be solved by minimum and maximum set of arrays
using the following equation. This set of arrays is suitable for random data set with
distinct variance value as uniform distribution can be achieved in this case.

Di(variance) =
n∑

i=1

|vi − vn|2 (6)

where vi and vn denotes the variance with quantization of data which is used for
reducing the power that is transmitted for 5T and 6T cell data.

1.3. Solving uncertainties: Proposed methodology

From conventional technique analysis, it has been established that many proce-
dures of low power design using SRAM cells have not been developed based on
the automation model. However, several processes provide an advantage in manual
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mode of operation which includes an SoC technology for avoiding high power that
is supplied in a single cell. But manual adjustment of power will not guarantee an
adiabatic reduction in the proposed cell RAM design, thus, as a result it leads to
uncertainty in SRAM systems. To prevent uncertainties an automatic mode of oper-
ation is assured using AI systems where perceptron algorithms are integrated for
solving all non-classified problems. In addition, three different operating modes are
introduced as uncertainties will be different in the case of 5T and 6T cell structures.

1.4. Objectives

The major objective of the proposed work is divided into a multi-objective case
study that solves the following problems that exist in conventional models.

• To solve the uncertainties that are present in adiabatic cells by replacing SoC
technology with AI models.

• To integrate the proposed model using frame structure with reduced power infras-
tructure for SRAM cells.

• To provide a low noise margin which is less than 1V for 5T and 6T cells by
shifting binary values 0 and 1.

2. Design Model of Uncertainties

In very large-scale integration (VLSI) designs, the static random access constitutes
a large area, which contains thousands of transistors are in a single cell. In these
present days, the SRAM cell designs with minimum size transistors for high packing
density.5 For the past three decades, scaling processing is done for the reduction of
the size of cell.6 SRAM takes designs with two primary aspects power dissipation
and delays in reading and writing operations in SRAM. The dynamic power dissi-
pated with the read/write operation.7 Figure 1 is the standard 6T (six transistors)
CMOS static memory cell is illustrated schematically.

The transistors in cells M1, M2, M3 and M4 are cross-coupled inverters, which
act as storage elements. The intention SRAM design effort is directed to decrease the

Fig. 1. Standard 6T SRAM cell.
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power consumption and area of the cell. The millions of cells can be built in a small
chip. The sub-threshold leakage currents are controlled by the power consumption
level of the cell and memory circuits are handled by the large threshold voltage.
The various scaling techniques are implemented for MOSFET to better enhance
the performance of the SRAM cell. The MOSFET controlled with gate oxide leak-
age, ultra-shallow, control of abrupt junction and short channel effects implement
SRAM scaling for SI MOSFET structure. The bulk sub-45 nm chip control of SCE
with heavy super-halo implants and doping is implemented to prevent the leakage
currents from sub-surface.15 The impurity scattering carrier motilities are degraded
and high transverse electric field in the ON-state. The degradation of short channel
results in large leakage and sub-threshold slope. The variable threshold voltage is
the new technique for random dopant fluctuation to nano scalable bulk-Si MOS-
FETs. Including this, the line-edge roughness and statistical dopant fluctuations
increase the spread in variable threshold levels in the transistor and on-off currents
and can limit the size of the cache.13

Figure 2 shows the voltage transfer characteristics (VTCs) of cross-coupled
inverters. The read and write operation of the SRAM cell can be performed by
the cross-coupled inverters of VTC. In this process, the stored values are controlled
to the two stable states. In SRAM cell flip internal state, the current state inter-
nal crosses the switching threshold value (Vs). This state is not disturbing in the
read operation, it forces swing from internal voltage to change the state into write
operation.

2.1. 5T SRAM cell

Figure 3 shows the proposed 5T-SRAM CELL design, the features are related to
basic 6T cell except for the lack of an access transistor to perform the tasks are
indistinguishable to 6T SRAM cell.16,17 The proposed SRAM memory cell requires
five transistors for solving the uncertainties, so eventually, reduces the area in the

Fig. 2. VTC of SRAM.
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Fig. 3. 5T-SRAM cell diagram.

5T SRAM cell. The power dissipation and delay are also less compared with other
existing SRAM cells with acceptable stability, which is based on noise margin.18

3. Source of Uncertainties and Operating Modes

(1) Write mode: The SRAM performs the write operation when WL = 1. Then
NM0 and NM1 are turned in to “ON” states. The transistors output nodes
“A” and “B” are connected to PM0 and PM1 transistors gate respectively.
When WL = 0, the BLB and BL should be set as logic ‘1’ and logic ‘0’. When
“A” states ‘0, then PM2 is “ON”. When it switches to the “ON” state, the
output node “B” and PM0 connect to the power supply Vdd through PM2.

(2) Read mode: In this mode, the proposed operation is different than 6T-SRAM.
Instead of logic ‘1’, logic ‘0 is applied to bit line and set as WL = 1. If WL = 1
then, NM0 and NM1 transistors are turned into an ‘ON’ states. The Node
“A” = 1, which holds the logic ‘1’, it charges the bit line to ‘1’ for weak 1 due
to NM1.

If the node “B” is “0FF”, which holds ‘0” but will be pulled to logic ‘0’.
The voltage level at BL is greater than BLB, which is detected by the sense
amplifier and it gives logic ‘1’. Similarly, at nodes A = 0, B = 1, the BLB
voltage is higher than BL voltage, sense amplifier output changed to logic ‘0’.

(3) Hold mode: The proposed cell operated with hold mode when WL0. In the
write mode of the cell, node stores weak ‘1’ at the node “A” = 1 due to the
NM0 access transistor, which is a weak passer of 1. The two transistors (NM0
and NM1) are “OFF” conditions when WL = 0. The corresponding node “A”
holds the weak ‘1’ and node “B” handles the strong ‘0’, respectively.

Node B changed into strong ‘1’, when node “B” turned on to switch on and
power supply voltage PM2 is also ON, which is known as a strong passer of 1.
Figure 4 shows the simulated response for the proposed memory cell in reading
and write mode (WL = 1) and hold (WL = 0) state with the same size as the
transistors.
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Fig. 4. Simulated response of proposed cell.

3.1. Adiabatic 6T-SRAM cell

The adiabatic switching process is performed by the switching operations to main-
tain the small potential between the switching devices.19–21 In conventional switch-
ing cases, the potential Vr is high between the switch resistances to the abrupt
application of Vdd to the RC circuit. This variation can be performed by the capac-
itor charging from a time-varying source.

Initially, Vi = 0V. The ramp slightly increases up to Vdd with a slew rate
Vr = Vi −Vc, which is set by ensuring that its period T ≫ RC. The corresponding
energy dissipated as follows:

Ediss = I2RT = (CVdd/T )2RT = (RC/T )C(Vdd)2.

Fig. 5. Proposed adiabatic 6T-SRAM design.
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The power dissipation decreases with an increasing linear increase in T . The
adiabatic discharge formed a similar manner with decreasing ramp. If ‘T ’ ≫ RC,
then the energy dissipation during charging Ediss 0 and the total energy removed
from the supply is 1/2 C(Vdd)2 — the minimum charge required the capacitor and
hence hold the logic state. In the cell adiabatic process, the energy is eliminated from
the capacitor and back to the supply in the discharge cycle, so the node capacitances
charge and discharge and the average power dissipation are also reduced. Figure 5
shows the adiabatic 6T-SRAM memory cell, the dynamic switching operations can
be performed by the potential across the switching devices is kept arbitrarily small.
Generally, in a conventional circuit, the Vr is high due to the abrupt application
of Vdd in RC. This process can be obtained by the power source and adiabatic
charging from a time-varying source from the initial stage to the final stage.

4. Results and Discussions

This paper designed the flip flop and stored the input information with better
output reconstruction. Figure 6 shows the existing method (5T-SRAM) waveform,
which contains the high power and high noise margin level.

Figure 7 shows the proposed method waveform after solving uncertainties. Com-
pare with the existing method, the noise margin level is less. The data storage is
speed and required power is very less. The proposed method has less noise margin
for reconstructing the original data with less power. The speed is also fast compared
with the previous method.

Fig. 6. Existing method performance.
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Fig. 7. Proposed method results.

5. Conclusions and Future Scope

The paper suggests a new flanged technique for solving uncertainties that are
present in SRAM flip-flop design and stored the input process into the memory cell.
The process of uncertainty is compared with existing methods and it is observed
that the data storage process is complex due to the high noise margin. So, the uncer-
tainty problem requires a high-power level and low-speed techniques. To overcome
this limitation on uncertainties the proposed technique delivers a novel platform
where the speed is more and delay is less due to the less noise margin the uncer-
tainties are solved and this method is suitable for reading and write operations
compare with other standard SRAM cells.
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Abstract—This communication proposes a compact 4-shaped 
monopole annular ring UWB antenna design. The proposed 
structure contains multiple radiating strips inside the annular 
ring, in the form of a 4-shaped and a 50Ω microstrip feed line. A 

tapered structure with a feed point is chosen to achieve wideband 
characteristics. The proposed model is printed on a low-priced 
FR4 substrate with a size of 0.180𝝀𝟎 × 0.225𝝀𝟎 (20 × 25mm2). The 
proposed model achieves a fractional bandwidth of 133.74% in 
the 2.7 to 13.6 GHz range with S11<-10dB and covers the 3.1-10.6 
GHz unlicensed band approved by FCC in 2002 and X-band 
applications. The antenna exhibits stable and Omni-directional 
radiation patterns in the operating frequency range. The analysis 
of the proposed monopole antenna using characteristic modes is 
performed to obtain a physical understanding of the radiation 
process occurring on the radiating antenna. The modal 
significance curves and the modal current distributions are used 
to analyze the radiating antenna using the first six characteristic 
modes. The measurement and simulation results show a good 
agreement. 

Keywords—characteristic modes; multiple-strips; annular-ring; 
surface currents; UWB antenna; tapered structure 

 

I. INTRODUCTION 

HE Microstrip patch antennas have played a vital role in 
modern wireless communication with their compelling 

properties, such as lightweight, easy to fabrication, low profile, 
and conformable to planar. However, its narrow-bandwidth 
performance limits its use in UWB technology. In addition, 
modern wireless communications nowadays usually require 
small size antennas and greater bandwidth to meet the current 
requirements of practical applications such as the military, 
radar, medical imaging, and other wireless communication 
services. For this reason, substantial research has been 
increased significantly in the field of bandwidth enhancement 
and methods of miniaturization for microstrip antennas [1, 2]. 

The Federal Communications Commission (FCC) selected a 
frequency range from 3.1 to 10.6 GHz for ultra-wideband 
applications in 2002, and also increased the demand for the use 
of this unlicensed frequency band from the industrial and 
academic domains. UWB technology has also received great 
attention from academia and industries. A feasible UWB 
antenna needs to be designed with simple structure, compact 
size, low cost, low power spectral density, integration 
capability, near Omni-directional features, and prodigious data 
rates [3, 4]. Planar monopole antennas are suitable for 
achieving these characteristics, which is why many researchers 
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find their interest in the design and analysis of this type of 
antennas. In previous studies, numerous antennas have been 
reported for ultra-wideband applications including the entire 
3.1 to 10.6 GHz frequency band [5-15]. 

The UWB antenna with a total dimension of 24.8 × 30 × 1.6 
mm3 was proposed by inserting a slot in the ground and 
radiating structures [5]. The proposed decagonal radiating 
monopole with a total dimension of 35 × 35 × 1.6 mm3 was 
truncated at the ground structure in order to observe the UWB 
band [6]. The V-shaped radiating structure along with a partial 
ground plane was designed as a UWB monopole antenna with 
a total size of 24 × 28 × 1.6 mm3 [7]. Multiple-resonators are 
used to create the longer and shorter current paths for ultra-
wideband applications with a total dimension of 66 × 62 ×
1.59 mm3 [8]. In [9], the CPW-fed rectangular spiral antenna 
with a total dimension of 50 × 40 × 0.508 mm3 was designed 
by tapering the ground plane in the form of coplanar strips but 
not covering the entire UWB band. A proximity-coupled 
annual ring antenna with an overall dimension of 44 × 44 × 
1.42 mm3 was proposed for UWB application [10].  A flag-
shaped monopole antenna with a total dimension of 30 × 30 × 
1.6 mm3 consisting of a rectangle strip in asymmetric style and 
a coplanar waveguide (CPW) fed with finite-ground structure 
was proposed for ultra-wideband operation [11]. In [12] the 
designed antenna with a total dimension of 35 × 24 × 1.6 mm3 
covers the entire UWB band with a ring-shaped antenna with 
an upper cutting edge and additional slot, as well as a 
rectangular slot on the upper middle edge of the partial ground 
structure. The UWB performance was achieved by the 
hexagonal patch antenna with a flangeless SMA connector and 
slots on the truncated ground plane and the radiator with a total 
dimension of 46 × 46 × 1.5 mm3 [13]. The flower-shaped 
microstrip patch antenna with coplanar waveguide feeding 
technique had been proposed for broadband applications but it 
did not cover the entire UWB band with a total dimension of 
28 × 41.8 × 1.6 mm3 [14]. However, Most of the reported 
literature lacks effective physical insight into the antenna 
structures used for ultra-wideband operation and are developed 
based on experimental experience and parametric studies. 
These antennas are also expected to be small in size for use in 
portable devices that operate different communication services. 

Recently, the use of the CMA in enlightening the physical 
significance of antennas has become increasingly popular [15]. 
it is simpler in describing radiating objects of any shape, and 
provides sufficient information to understand the mechanism 
of the radiation behind the operation of antenna performance 
and is attracted by many researchers, primarily for multiple-
input and multiple-output (MIMO) antenna [16], wideband and 
multiband antennas [17,18],  and UWB antenna designs [19-
21]. 
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In this paper, using characteristic mode analysis, a compact 
4-shaped annular ring planar monopole UWB antenna is 
proposed. First, CMA is performed on the annular ring in the 
process of optimizing with a substrate to generate more 
significant characteristic modes. The surface current 
distribution of desired modes is analyzing, and then these 
modes are excited by a simple microstrip line feeding structure 
and the ground structure. The insertion of strips inside the ring 
and the tapering the feed line achieves good impedance 
matching to achieve wide bandwidth. Next, the complete 
structure is further simulated in a CST multilayer solver to 
analyze the radiation capabilities of the characteristic modes in 
the frequency range of interest. The working principle of the 
proposed model is described from the perspective of the 
characteristic-mode. Finally, a prototype antenna was made 
and measured to validate simulation results and the proposed 
antenna performance compared with existing antenna models. 

II. CHARACTERISTIC MODE ANALYSIS 

Characteristic mode analysis (CMA) [22] was used to 
determine the characteristics of the conducting body in terms 
of modal currents and modal fields. CMA effectively 
optimizes the size and shape of the conductive body by 
analyzing the modal current distribution and radiation behavior 
of each characteristic mode. Characteristic modes are current 
modes that occur on the surface of a conducting body and are 
orthogonal to each other. They are evaluated on the surface of 
the conducting body in order to obtain information about the 
modal currents (or modal fields) that the structure supports, 
naturally. The total surface current on the conducting body is 
defined as a function of the real eigenvalue λn, which is related 
to the nth characteristic mode. The resonant frequencies and 
radiation bandwidth of the desired characteristic modes are 
well known by varying λn with frequency. Therefore, the 
modal significance (MS) is defined as a function of λn, as  

                MS = 
1

|1+jλn|
 , a real quantity.                        (1) 

 The modal significance is an inherent property of each 
characteristic mode and quantifies the participation of each 
mode in the total radiation for a given power supply. MS 
converts the infinite eigenvalues [-∞, +∞] into very finite 

values [0, 1]. If MS = 1 for a given mode, the mode is said to 
be a significant mode, otherwise the mode is said to be an 
insignificant mode. Any particular mode reaches the maximum 
value of MS (MS = 1) at any frequency, and this frequency is 
called the resonance frequency of the mode. The modes have 
higher MS values and contribute more radiation to the total 
output of the antenna. In most cases, the modal significance is 
more suitable for analyzing the mechanism of antenna 
radiation in a wideband of frequencies. 

A. Analysis of Proposed Antenna using Characteristic Modes 

CMA of the proposed model is performed on a multilayer 
platform of CST STUDIO SUITE. In this multilayer solver, 
the radiating element and ground layer are chosen as perfect 
electric conductors, and the substrate dielectric is selected as 
the lossless FR-4. CMA is applied to the antenna structure 
without applying any excitation. Rin and Rout represent the 

inner and outer radii of the basic annular ring geometry as 
shown in Figure 1. The ratio of outer radius to the inner radius 
is appropriately selected to produce a more number of 
significant modes in the operating frequency range. Strips 
inside of the ring and tapering technique are introduced to 
reduce the resonance frequencies of significant modes.  

 

 
 

Fig.1. Geometry of the basic structure of the annular ring (Rin = 7 mm, Rout = 
8 mm) 
 

 
                   (a) antenna¥1                                    (b) antenna¥2 

 
                     (c) antenna¥3                                      (d) antenna¥4 

Fig. 2. Design steps of proposed monopole antenna.  
 

Modal significance provides the resonant frequency and 
bandwidth of each mode with MS equal to 1. Figure 3a–d 
illustrates the MS curves of the first six characteristic modes 
for all the monopole antennas depicted in Figure 2. It can be 
noted that due to the non-resonating behavior of mode 3, 
which exhibits inductive nature over the operating frequency. 
The resonant frequencies of other modes associated with the 
characteristic currents appear at certain frequencies, as shown 
in Table I.  
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Hexagon Shape SIW Bandpass Filter with CSRRs Using Artificial
Neural Networks Optimization

Ranjit Kumar Rayala* and Raghavan Singaravelu

Abstract—A dual-band hexagon shape substrate integrated waveguide (SIW) based band-pass filter
with single loop complementary spilt ring resonators (CSRRs) is introduced in this paper. The design
parameters of this filter are optimized by using artificial neural networks (ANNs). Especially an error
back propagation multilayer perceptron (EBP-MLP) neural network with Levenberg-Marquart (LM)
algorithm is used. A physical prototype of the proposed model is fabricated and tested. In the lower
passband from 10.2 to 10.6GHz, the insertion loss is about −0.8 dB with a fractional bandwidth of
3.85%, and in the upper passband from 12.11 to 13.31GHz, the insertion loss is about −0.8 dB with a
fractional bandwidth of 9.56%. It is observed that the insertion loss is the same in both the passbands.
The obtained experimental results are in good agreement with the estimated results using full-wave
analysis and ANN optimization.

1. INTRODUCTION

SIW technology has received a lot of attention because of its advantages like compact size, simple
fabrication process, high efficiency, and can be easily integrated with other microwave components and
circuits [1]. Miniaturization is a crucial necessity in modern communication systems, hence a SIW
bandpass filter was designed and studied using the slow wave approach [2]. SIW structures are often
made up of two rows of conducting cylinders or vias implanted in a dielectric substrate that links two
parallel metal plates, allowing rectangular waveguide components, printed circuits, active devices, and
antennas to be used in planar form [3]. This SIW technology is also widely used for the design and
development of spatial filtering applications [4, 5].

The resonators having low insertion loss and high Q-factor are essential elements in modern
microwave telecommunication systems particularly in low phase noise oscillators. Three novel dual-
band CSRRs have been proposed in order to have low insertion loss and high Q-factor [6]. A dual-band
bandpass filter that consists of a SIW dual-mode cavity loaded with two CSRRs on the upper layer
has been proposed [7]. The CSRRs have been designed and developed on SIW in order to get band-
pass filter characteristics with adjustable bandwidth [8]. A dual-band SIW bandpass filter with single
loop CSRRs arrays on the upper layer has been proposed to achieve control over the bandwidth by
changing the dimensions of CSRRs and the spacing between CSRRs arrays [9]. Semicircular CSRRs
loaded onto the SIW cavity to provide independent control over the passband resonant frequency by
varying the ring dimensions have been proposed and investigated [10]. A half-mode substrate integrated
waveguide (HSIW) cavity that comprises modified split ring resonators (MSRRs) etched on the top
layer of the waveguide has been proposed and investigated [11]. A SIW dual-band bandpass filter
with a single triangular cavity loaded by complementary triangular spilt ring resonators (CTSRRs) and
having three transmission zeros (TZ) in the overall passband has been proposed [12]. A pair of S-shaped
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complementary spiral resonators (S-CSRs) on the upper layer of the HMSIW cavity have been used to
improve selectivity and generate transmission zeros near the passband [13]. The resonant frequencies
can be shifted by changing the position and size of the CSRR in a sixteenth-mode substrate integrated
circular cavity (SM-SICC) band-pass filter that has been proposed [14].

ANN has recently become a major tool in the field of microwave modelling and design [15, 16],
and it has been used to reduce simulation time for SIW components, RF circuits, microwave devices,
and circuits, all of which require more simulation time to optimize design parameters [17]. The design
parameters of X band SIW H-plane bandpass filter have been optimized by using back propagation
neural network (BPNN) proposed [18]. To optimize the SIW filter parameters, a novel neural network
of calibrated coarse model has been proposed, and some training data have been used to synthesize the
entire SIW filter [19]. To provide a quick and precise frequency response, the scattering parameter S21

in dB has been predicted using a multi-layer perceptron MLP-ANN [20]. A semi-supervised radial basis
function neural network (SS-RBFNN) model has been proposed that uses an enhanced sampling strategy
to reduce the uneven error distribution and slow convergence caused by sample selection uncertainty in
the training process of artificial neural networks [21].

In this paper, a hexagon shape bandpass filter is proposed, and the filter parameters are optimized
using MLP-ANN. Levenberg-Marquart (LM) algorithm is used to train the neural network. The keyword
used is ‘trainlm’ in the MATLAB. The learning rate is 0.01, and the used activation function is log-
sigmoid. The ANN results and CST Microwave studio simulated results are in good agreement.

This paper consists of five sections. The basic topology design methodology of proposed filter is
explained in Section 2. The optimization of filter parameters using neural networks is explained in
Section 3. The simulation results are explained in Section 4. The fabrication process and measurement
setup are explained in Section 5.

2. DESIGN OF SIW BPF

The CST microwave studio is used to develop and simulate the hexagon-shaped bandpass filter depicted
in Figure 1. The basic structure consists of three layers, and the bottom and top layers are perfect electric
conductors (PECs). The middle layer of the SIW structure is made of Roggers RO4003C, which has
a dielectric constant (εr) of 3.55 and substrate height (h) of 0.81mm. The hexagon shape is modelled
on the top PEC with a diameter (Hdia). Two square-shaped slots are etched on the opposite sides of
the hexagon along the longitudinal direction. While microstrip feeding is given on both sides, these two
square slots are used as feed points.

In order to make it as a SIW topology, the vias are arranged along the hexagon shape with a
separation distance (p) and a diameter (d). From upper PEC these vias are penetrated through the
dielectric material and the lower PEC. Two single layer Complimentary Split Ring Resonators (CSRR)

Figure 1. Topology of proposed filter.
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are etched on the upper PEC. The optimised values for this hexagon shape topology are shown in
Table 1.

Table 1. Dimensions of the proposed filter.

S. No. Parameter Value (mm)

1 d 0.8

2 Hdia 30

3 g 1

4 gin 0.6

5 h 0.81

6 L 26

7 Lsub 40

8 p 1.4

9 Sslot 4

10 Sr 3.6

11 t 0.8

12 w 4

13 Wmst 1.74

3. BASIC MODEL OF BP-ANN

Neural networks play an important role in many engineering problems, so these networks are used in the
filter parameters optimization. There are many types of neural networks available like multilayer feed
forward neural networks (MLP-ANN), Temporal NN, radial basis function networks (RBF), Wavelet
NN, and Self organizing maps [20]. Error back propagation multilayer perceptron artificial neural
network (BP-MLP-ANN) is the most widely used network.

A neural network (NN) contains three layers, namely input layer, hidden layer, and output layer.
The physical parameters that are intended to optimize are treated as input layer neurons. The second
layer consists of a number of sub-layers which is known as the hidden layer, and finally, the output layer
contains one or more neurons. Neurons are nothing but the information processing units, and they
are also known as nodes or base points. The basic model of neural network is as shown in Figure 2.

Figure 2. Basic model of Neural Network.
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The links between neurons from input layer to output layer through the hidden layer are known as
interconnections or weights.

In order to optimize the filter parameters, a supervised learning mechanism is used. In this method,
the neural network must be trained with a set of known values, which are known as training data shown
in Table 2, and this process is known as training of neural network. In the training process, the weights
of the network are adjusted themselves to produce an output with a minimum mean square error
(MSE). Now another set of data known as testing data shown in Table 3 is used to test the trained
network. These two data sets are generated from the CST Microwave Studio by performing a number
of simulations.

Table 2. Training data.

S. No. SSlot (mm) S11 (dB) (CST)

1 3.95 −20.291

2 4.03 −19.616

3 4.05 −19.235

4 4.15 −17.367

5 4.18 −16.848

6 4.25 −15.921

7 4.35 −13.335

8 4.45 −12.448

9 4.55 −12.075

10 4.65 −11.233

Table 3. Testing data.

S. No. SSlot (mm) S11 (dB) (CST) S11 (dB) (ANN) Mean Square Error

1 3.98 −20.415 −20.1313 0.2837

2 4.0 −20.673 −20.3526 0.3204

3 4.1 −18.276 −18.1666 0.1094

4 4.2 −16.670 −16.9877 0.3177

5 4.3 −15.004 −14.9313 0.0727

6 4.33 −13.598 −13.5915 0.0065

7 4.4 −12.863 −12.4525 0.4105

8 4.5 −12.078 −11.9968 0.0812

9 4.6 −11.622 −11.2806 0.3414
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Figure 3. Training performance of the neural network.
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The proposed neural network in this paper is a single hidden layer feed forward neural network,
which comprises an input layer, a hidden layer, and an output layer, each having a number of neurons
of 1, 10, and 1, respectively. The hidden layer neurons are fixed by trial and error method. Levenberg-
Marquart (LM) algorithm is used to train the neural network. The keyword used is ‘trainlm’ in the
MATLAB. The learning rate is 0.01, and the activation function used is log-sigmoid. Figure 3 shows the
MSE plotted against the number of epchos, and the training performance of proposed neural network
can be observed from this plot.

4. SIMULATION RESULTS DISCUSSION

The proposed hexagon shape dual bandpass filter, depicted in Figure 1, was designed and simulated
using CSTMWS, with simulated results presented in Figure 4. This graph shows the variation of S11 and
S12 w.r.t frequency. The designed filter shows dual-band characteristics. The lower passband shows a
narrow band response with a centre frequency of 10.41GHz and offers a bandwidth of 403MHz (ranging
from 10.2 to 10.6GHz). The proposed filter has another passband which is a wide-band response centred
at 12.55GHz. The upper passband provides a good wide-band response with a transmission bandwidth
of 1.2GHz (from 12.11 to 13.31GHz). The return loss in lower passband is about −23 dB with a

Figure 4. Frequency response of proposed filter.

(a)
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(b) (c)

Figure 5. (a) Parametric analysis with respect to Sslot . (b) Parametric analysis with respect to ‘g’.
(c) Parametric analysis with respect to ‘t’.

fractional bandwidth of 3.84%, and in higher pass band it is about −20.4 dB with a fractional band
width of 9.56%. Figures 5(a)–5(c) present the parametric analysis of the proposed filter. By varying
different parameters like Sslot , g and t, the parametric analysis was carried out in order to generate
training data for ANN.

Throughout the overall frequency band of operation, it offers an insertion loss of 0.8 dB. From the
frequency response we can observe three transmission poles. One is at the first resonant frequency (fr1)
of 10.4GHz in the lower passband, and the other transmission poles are in the upper passband at the
second resonant frequency (fr2) of 12.38GHz and the third resonant frequency (fr3) of 12.77GHz. The
electric field distribution of designed bandpass filter is shown in Figure 6 which is obtained in CST MWS
while the simulation is carried out. The colour ramp represents the variation in electric field strength,
and the proposed filter shows the dominant mode behaviour as normal rectangular waveguide.

Figure 6. Electric field distribution.
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5. FABRICATION AND EXPERIMENTAL VALIDATION

Figure 7 shows the fabricated model of the proposed filter, and Figure 8 shows the total measurement
setup. Simple printed circuit board (PCB) process is used to design the proposed bandpass filter which
shows two passbands. The dielectric substrate used is Rogers RO4003C of height 0.81mm, having a
relative permittivity (εr) of 3.55 and magnetic loss tangent tan(δ) of 0.0027. During the fabrication
process of the proposed filter, at first the copper coating was done on both sides of the dielectric
material. After that to make it into a SIW structure, via holes have been drilled. These via holes are
placed in hexagon shape as shown in Figure 7. Finally from the upper PEC layer, a portion of PEC
was removed in order to form CSRR slots. The Combinational Analyzer (Anritsu-MS2037C) has been
used to measure this prototype model.

(a) (b)

Figure 7. Photographs of fabricated models. (a) Top
view. (b) Bottom view.

Figure 8. Measurement setup.

The measured results were plotted against the simulated ones, and they are in good agreement as
shown in Figure 9. At −10 dB, in the lower passband and upper passband the measured S11 is shifted
by 126MHz and 90MHz respectively from the simulated results.

From Figure 9, the simulated and measured transmission coefficients S12 show an insertion loss of

Figure 9. Simulated results plotted against measured results.
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−0.8 dB and −1.55 dB, respectively, in the lower passband and upper passband which are about −0.8 dB
and −1.62 dB, respectively. This difference in insertion loss is because losses due to SMA connectors
were not considered while the simulation is performed.

6. CONCLUSION

A dual-band hexagon shape SIW bandpass filter with single loop CSRR based on ANN is presented.
The design parameters of this filter are optimized by using an EBP-MLP neural network with LM
algorithm and investigated using full-wave analysis with CST microwave studio. To prove the efficacy
of the proposed model, a prototype is fabricated, and its functionality is verified experimentally. The
measured insertion loss in the lower passband is about −1.55 dB and in the upper passband it is about
−1.62 dB. The measured and simulated results are in good agreement and are also in good agreement
with the ANN results with minimum mean square error. The properly trained neural networks give
results at a faster rate than any other commercial CAD tools. The results are encouraging and useful
for the easy optimization of SIW circuits with reduced computational complexity and execution time.
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ABSTRACT 

The way using the internet has been changed by the modern era; it is mutated into a strong enabler because it delivers 

customized ways to boost people's living standards. The Internet of Things (IoT) is a network of machines that can feel, 

connect with embedded technologies to meet, react to and help control their lives in all possible ways. Infrastructure 

availability, resource availability at inexpensive prices, IoT system usability at any time are the reasons for the enormous 

growth of IoT technology in the 21st century. It can be assumed that the IoT is the revolution that fuses the digital and 

physical world. COVID-19 is a pandemic disease caused by the Corona virus. It is a dangerous disease that in many 

countries has infected people and taken the lives of people in lakhs. It travels from person to person by the nose or mouth 

droplets of an infected person. As a protection against being poisoned, person to human contact must be prevented or 

adequate distancing must be preserved. In order to prevent the transmission of the disease, lock downs have been 

introduced. The year 2020 has created an opportunity to illustrate the role IoT has played in the lives of individuals from 

all industries. Anybody anywhere, anywhere linked to any aspect of the thing or part of the thing in this pandemic case. 

Anyone anywhere, everywhere related to any aspect of the thing or people around the world is made possible using IoT in 

this pandemic case. IoT and its classification are discussed in this paper 
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INTRODUCTION 

IoT interfaces gadgets and sensors through remote mode and make information accessible to the clients. The clients can get 

to and have control over the gadget from anyplace within the world. In straightforward words IoT performs AAA that's 

collect information, from any put any time anyplace at that point analyze, prepare information and perform activities to 

support the choice making. IoT interact within the same way how individuals connected in physical world. It is done with 

the assistance of computerized objects [1]. The advanced objects give information as physically given by the individuals 

for preparing. IoT replaces human- human communication. Agreeing to measurement report from Gartner IoT investigate, 

CISCO IoT solidness approximately 25-30 billion of IoT gadgets will be associated to the Web. It is evaluated that 127 

modern IoT gadgets will be interfacing each moment. The number of IoT gadgets in domestic will have a fast rise and it is 

International Journal of Computer  
Science and Engineering (IJCSE) 
ISSN(P): 2278–9960; ISSN(E): 2278–9979 
Vol. 10, Issue 1, Jan–Jun 2021; 35–44 
© IASET 



36                                                                                                   

Impact Factor (JCC): 7.8726                                                                                                                             

anticipated to be around 12.86 billion. IoT has turned out to b

sectors [2].  

There are two IoT markets. They are Even and vertical IoT showcase. IoT showcase which centres on the 

particular administrations that's in arrange to meet the requests of particular 

may be either industry particular or statistic particular [3]. Level IoT showcase centres on wide extend of client needs and 

it has huge client base. In flat showcase buyers and buyers will be of distinctive d

1 it is obvious that sum contributed on vertical IoT of diverse divisions has seen fast development from 2015

number of IoT gadgets associated to the web is more than that of the versatile gadgets associat

increment in showcase share contributed by diverse divisions towards IoT application for the year 2015

within the Figure 2 and it is found that more speculations are made on wellbeing care units to convert conve

hardware and machines into savvy items. Since of this widespread COVID

wellbeing checking framework to dodge human interaction and to supply medications to tainted people to diminish the 

infection spread in future. So, rate of speculation in wellbeing care IoT applications will have colossal development when 

compared to other divisions. COVID-19 affect will cause a huge alter not as it were in Restorative IoT applications but too in 

instructive sectors as well as mechanical divisions where there's plausibility of interaction of community of individuals [5].

Figure 1: Investment in the Multiple IoT Industries in Billions of US Dollars (Source: Forbes)

IOT CLASSIFICATION BASED ON CAPABILITY AND 

IoT grouping can be achieved in various ways. IoT gadgets are graded as low, middle and high

of capability and execution. Low-end gadgets based on advanced features such as memory, backup of heterogeneous 

devices, network organization, reliability and genuine time capability are categorized as Type0, Type1 and Type2. 

Cameras, actuators, openmote, waspmote, Tmote sky, ATMEL SAM R21 Xplained

minimal. The first layer reflects it. It contains functions for sensing and actuating. In contrast to low end instruments, 

Sensors Type1 has more power [6]. It offers more features than Type0.0. The downside is that it has little computational 

capacity to manage difficult specifications. It re
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functionality of IoT products with lower ends. It has functions such as image recognition, extraction of data, etc. Form 2 

requires CPU, RAM, flash memory and supports traditional operat

with nearly all protocols for communication. The ability of middle

technology. The spectrum of hundreds of MHZ is the clock speed and RAM [7]. It has mor

low-end devices, but fewer than those of high

requirements for these IoT devices are outlined in Table 1 and 2.

Figure 2: Estimated Contribution of the

Table 1: Specifications for Various IoT Application Forms

Low End 
Devices 

  RAM Flash

Type0 <10kB 
<100 
kB

Type1 ~10kB ~100kB

Type2 ~50kB ~250kB

Table 2: Security 
Categories

Confidentiality

Integrity  

Availability
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Table 1: Specifications for Various IoT Application Forms 
Specifications 

Flash RTOS Support Communication Protocols
<100 
kB 

Does not support  
Use gateways for communication
No protocol stack embedded

~100kB 
Could be 
implemented  

Use light weight protocols, communicate with 
other devices without using gateway

~250kB Could be operated Supports communication protocol such as HTTP
 

Table 2: Security Specifications Focused on the Capability of IoT Devices
Categories Security Requirements Type0 Type1 

Confidentiality  

Message encryption   Yes 
Malware response     
Data encryption   Yes 
Tamper resistance   Yes 
Device ID 

Yes Yes 
management 

 
Data integrity    Yes 
Platform integrity     
Secure booting     

Availability  

Logging   Yes 
State Info. 

Yes Yes 
Transmission 
Security monitoring     
Security patch      
Security policy      
Software safety   Yes 

                                                               37 

                                                                           editor@iaset.us 

functionality of IoT products with lower ends. It has functions such as image recognition, extraction of data, etc. Form 2 

ing systems such as LINUX, UNIX. It can be combined 

end IoT systems to use more than one communication 

technology. The spectrum of hundreds of MHZ is the clock speed and RAM [7]. It has more limited resources relative to 

end devices. The design specifications for IoT devices and protection 

 
IoT Industries that Control.  

 

Communication Protocols 
Use gateways for communication 

protocol stack embedded 
Use light weight protocols, communicate with 
other devices without using gateway 
Supports communication protocol such as HTTP 

Specifications Focused on the Capability of IoT Devices 
 Type2 

Yes 
  

Yes 
  

Yes 

Yes 
Yes 
Yes 
Yes 

Yes 

Yes 
Yes 
Yes 
Yes 



38                                                                                                                                               Anjani Yalamanchili, D. Venkata Sekhar & G. Vijay Kumar 

 
Impact Factor (JCC): 7.8726                                                                                                                                                                          NAS Rating: 3.17 

Table 2: Contd., 

Authentication/ 
Authorization 

User authentication    Yes Yes 

  
Device 

  Yes Yes 
authentication 

  
Password 

  Yes Yes 
management 

  Access control   Yes Yes 

  
Device ID 

    Yes 
verification 

 
IOT GROUPING BASED ON THE LIFE CYCLE OF ORGANIZATIO N AND OPERATION 

Another grouping, based on the association of the entity with that of physical equipment, is known as low-level operation, 

assets service, entity service, consolidated service [8]. IoT is defined as deployable, deployed, or operational, depending on 

the level of service. Figures 3 and 4 reflect the classifications. 

IOT GROUPING BASED ON OPERATING SYSTEM 

A series of programs called the operating system is a bridge between applications or users and computers. The operating 

system is built on the IoT computers to run the programs and control the devices. It is further graded as low and high-end 

depending on the operating system (OS) [9]. In figure 5, the schematic representation is shown. Table 3 displays some of 

the operating systems required for low-level and high-level computers. 

 
Figure 3: Entity Partnership Definition Based. 
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Figure 4: Operation Life Cycle-Based Grouping. 

 
Table 3: OS for Device with IoT 

Operating System Supporting Device IoT-Enabled Devices OS Supporting 
Tiny OS No Low Non-Linux 
Contiki Yes Low Non-Linux 
RIOT Yes Low Non-Linux 
LiteOS No Low Linux 
FreeRTOS Yes Low Non-Linux 
Mynewt Yes Low Linux 

 

 
Figure 5: Classification by Type of OS Used. 
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IOT GROUPING BASED ON NETWORKING TECHNOLOGY 

To provide basic smart services, IoT requires connectivity technologies to connect heterogeneous objects. In the sharing of 

information, communication technology support. It is possible to connect locally using Bluetooth, NFC or the Internet [10]. 

The key distinction between local and internet protocol communications is focused on variables such as transmission 

range, power usage, and memory used. IoT includes networking technologies to connect heterogeneous objects in order to 

provide simple smart services. Communication infrastructure assists in the exchange of knowledge. Bluetooth, NFC or the 

Internet may be used to connect locally. Variables such as propagation range, power consumption, and memory used 

reflect on the main difference between local and internet protocol communications. A subclass of RFID is NFC. NFC is a 

13.56 MHZ high frequency RFID. RFID is a protected method of data sharing, consisting of a reader, tag and antenna. 

RFID may either be passive or aggressive. There are variations between Active and Passive RFID in Table 4. 

Table 4: Active and Passive RFID 
Active RFID Passive RFID 

It has own power source Do not have their own power source 
It finds its application in construction, security, Public works It finds its applications in paper, textile etc. 
Tags are costly and have limited life span It is small size, light weight and has long life span 

 
Low Power Technologies- Developed Low Power Technologies to support the IoT model. The arrangements for 

all forms of sensors are improved by LPWANS (Low Power Large Area Networks). With thin, cheap batteries lasting for 

years, it has the potential to provide long-range communication. It finds its applications in remote controls, smart meters, 

construction contracts, etc. Registered versions such as NB-IoT, LTE-M and unlicensed versions such as MYTHINGS, 

LoRa, Sigfox and so on can be used. Reliable broad band connectivity is provided through wireless technologies used in 

mobile phones [11]. For its service, it needs power and its operating cost is high. Due to factors like frequency, contact 

range and security, it does not support most IoT products. Due to high energy demand, Wi-Fi finds its applications in 

intelligent home appliances, surveillance cameras, etc. Coverage, scalability and power usage are the considerations that 

make it less widespread. Wi-Fi-6 offers increased bandwidth < 9.6Gbps to improve data transmission in order to address 

the data transfer caused by the congested environment. Wi-Fi HaLow has enhanced energy output but lacks security. Along 

with electronic sensors, blue tooth low energy and blue tooth devices are used to provide a smart interface specifically for 

medical wearables and exercise. The topology of Mesh helps Zigbee to connect with more IoT computers. Higher data 

rates are enabled and less electricity is used. It finds its applications in medium-range IoT devices such as energy 

management, protection, HVAC control and so on due to low power consumption. For all IoT programs, the network 

specifications are not the same [12]. Each IoT application has a prerequisite for its own network. Availability, security, 

bandwidth latency, power consumed by devices, service quality, network management are the factors that affect the 

selection of wireless technology for specific IoT applications. The wireless technology for different IoT implementations is 

seen in Table 5. 
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Table 5: For Separate IoT Verticals, Wireless Technology 

Key IoT Verticals 
LPWAN Cellular Zigbee 

BLE (Star & 
Mesh) 

Wi-Fi (Star 
and Mesh) 

RFID 

(Star) (Star) 
(Mostly 
Mesh) 

(Point-to-
Point) 

Industrial IoT 
Highly 

applicable 
Moderately 
applicable 

Moderately 
applicable 

      

Smart Meter 
Highly 

applicable 
          

Smart City             

Smart Building     
Moderately 
applicable 

Moderately 
applicable 

    

Smart Home     Very High Very High Very High   
Wearables Moderate     Very High     
Connected car         Moderate   

Connected Health   
Highly 

applicable 
  

Highly 
applicable 

    

Smart Retail   
Moderately 
applicable 

  
Highly 

applicable 
Moderately 
applicable 

Highly 
applicable 

Logistics & Asset 
tracking 

Moderately 
applicable 

Highly 
applicable 

      
Highly 

applicable 

Smart Agriculture 
Highly 

applicable 
          

 
IOT GROUPING BASED ON MIDDLEWARE 

The computing layer called IoT Middleware connects various application domains to interact over different domain 

interfaces. Middleware is often referred to as software glue because it allows software engineers to build contact 

implementation programs. If complex programming is not designed initially middleware enables to integrate it later with 

the help of support architecture. Schematic representation of the general functions that middleware executes [13]. In order 

to identify IoT middleware as service-oriented, cloud-oriented and actor-oriented middleware, accessibility, versatility and 

adaptive design are used. Service-oriented middleware- For end users, developers, extension and modification of IoT 

devices is allowed. Standalone or cloud storage systems can be service-oriented. Since it is not cost-effective, it does not 

support homogenous framework deployment. To support constrained services, there is no architecture provision for 

security techniques. Cloud-oriented middleware, which conveniently captures data, analyzes and interprets data. Security 

and privacy cannot be configured by the user. It has autonomy over critical details, but to support limited capital, it has no 

architecture framework. Users are permitted to plug and play IoT devices with actor-oriented middleware. They will 

uninstall the specific IoT device without disrupting and impacting the other elements of the IoT environment whenever the 

consumer does not need an IoT device. It enables protection and privacy to be configured by the user. Middleware is also 

defined as service-oriented, node-based, component-based, clustered, distributed, client-server, based on architecture 

nature.  

IOT GROUPING BASED ON DESIGN 

The simple IoT architecture consists of only three layers, namely perception layer-performing sensing and actuating, 

network layer-performing data transmitting and processing, device layer-providing the necessity to the user. Additional 

layers are used in the five-layer architecture to provide additional abstraction to the IoT architecture. Middleware 

interconnects heterogeneous objects with the heterogeneous device is the back bone of the IoT ecosystem, involving 

perception-where sensor tests the data, transport layer-performs transporting data function, processing layer-process and 

evaluating the data collected through transport layer. Through having control over the data flow, Middleware controls the 
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system. The sensors and actuators have the vision layer in the middleware-based architecture along with the access layer 

and edge layer. The Coordinate layer provides the customer with a final application along with the application layer. Data 

objects in service-oriented architectures are extracted and exposed through interfaces. While the technologies and the cloud 

differ, the Application Programming Interface (API) stays the same. The physical layer is often the bottom in fog-based 

architecture, the next layer is monitoring-observing and testing the data obtained from sensors. The pre-processing layer 

processes the data for processing-based results. In order to provide data protection and privacy, the security layer is liable. 

Perception layer-Includes actuators and sensors. Sensors track the physical and environmental parameters, gather certain 

parameters, erase the undesirable data and transfer the data to the actuators in order to execute actions. Transport layer- 

Utilizing communication protocols like Zigbee, BLE, NFC etc., brings the preprocessed data for processing to the 

processing layer. Processing layer- Filter, formatting information gathered from sensors. It also stores and handles, via 

communication protocol, the sensed data received from different devices. Middleware layer- To provide useful 

information, it conducts conceptual and analytical operations on the data available. It uses computing platforms and cloud 

storage. The application layer provides the user with an application using communication protocols such as MQQT, 

Restricted Application Protocol, and (CoAp). IoT architecture is shown in Figure 6. 

Table 6: Design of IoT 

Application Layer 
Application Layer Application Layer Applications Transport Layer 

Middleware Layer Coordination Layer 
Service 

Security Layer 
Composition 

Network Layer Processing Layer Middleware Layer 
Service 

Storage Layer 
Management 

Perception 
Transport Layer Backbone Network Layer 

Object Pre-processing 
Layer Abstraction Layer 

  
Perception Layer 

Perception Access Layer 
Objects 

Physical Layer 
  Layer Edge Layer Physical Layer 

Three Layer Five Layer Middleware based Service oriented Architecture Fog based 
 
IOT PLATFORM GROUPING 

The IoT interface bridges hardware and technology. The IoT platform is a feature of middleware that links gateways, 

cloud, server and device networks. Infra layer-performs intercommunication between devices, messaging feature, 

connection layer-enables communication between hardware and cloud to transfer data for data analytic processes, core 

layer-collects data, identifies the device, manages the device, updates the software framework. From the produced reports, 

the results can be calculated. To process the data, it frames the rules. Reports are created based on the rules applied. This 

layer connects the network, the gateways, to the cloud or device layer.  

CONCLUSIONS 

Because of the Internet and the apps generated on the internet, the environment has changed the way we work, move and 

do business. The Internet is predominantly based on a totally beneficial growth. Without IoT, contact turned out to be 

unlikely in all cases. IoT will change everything and is the cornerstone of a modern technological transformation, referred 

to as Business 4.0. It is the secret to organizations, cities and culture as a whole being digitally changed. A variety of 

sensors are built into the IoT. By having communication between smart devices, the IoT has the ability to extend its 

visibility. These systems are fitted with features such as identification, sorting, interaction, networking and service. Due to 

their small nature, less weight and cheap use of sensors and actuators is omnipresent. This paper provides an overview of 

the emerging IoT based on power and performance, organization, life cycle based on operation, operating system, 
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infrastructure, storage of middleware, portal, network, technologies of communication, applications. In order to improve 

people's convenience and quality of life, a series of technologies are involved. In order to face the difficulties that occur as 

vast quantities of data are managed by the IoT, research needs to tackle key problems such as stability, anonymity, 

scalability, interoperability, mobility and availability. 
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Mobile video-audio transmission systems have delivered  patient video with relevant snoring sound to quantify the 
severity of the sleep apnea patient over wireless networks, but few have optimized video-audio transmission in 
combination with transmission protocol over error-prone environments using wireless links. In this paper, the 
performance of the MPEG (Motion Picture Expert Group)-4 error resilient tools with UDP(User Datagram Protocol) 
protocol were evaluated over a wireless network to suggest the optimum combination of MPEG-4 error resilient tools 
and UDP packet size suitable for real-time transmission of video-audio transmission over error-prone mobile networks. 
Through experimentation, it was found that the packet size should correspond to IP(Internet Protocol) datagram size 
minus UDP and IP header for optimal video-audio quality. Also, for error resilient tool selection, the combination of 
resynchronization marker and data partitioning showed the best performance.

ORIGINAL RESEARCH PAPER Computer Science

IOT BASED APPLICATION CASE-STUDY FOR 
TRANSMISSION OF SLEEP APNEA PATIENT 
VIDEO WITH SOUND

KEY WORDS:  sleep apnea, 
video, audio, mobile

INTRODUCTION
Advances in mobile communication technology have 
enabled the access of patient video-audio information 
without the limitations of time or location. Mobile technology 
can offer continuous, uninterrupted, and instant service to 
ultrasound application domain. However, the current 
bandwidth of the mobile network is not sufficient to transfer 
patient video data requiring high throughput. Besides the 
bandwidth of the mobile network, the high error rates due to 
multipath fading should be taken into consideration to sustain, 
video transmission in mobile transmission systems [1].

MPEG-4 has been successfully applied to many types of 
mobile applications [2]. Some pioneering telemedicine 
applications of MPEG-4 can give insight into the compression 
efficiency for patient video streaming over the limited 
bandwidth of the mobile network [3,4]. However, the error 
resilient tools of the MPEG-4 standard, which are important 
for error-prone mobile applications, have rarely been 
researched, particularly for use in mobile transmission 
applications. In addition to compression, an efficient data 
transmission protocol should also be considered for real-time 
video streaming. Between the two well-known network 
protocols, TCP(Transmission Control Protocol) and UDP(User 
Datagram Protocol), UDP is much more suitable for real-time 
streaming because it uses simple datagrams with no 
congestion control [5]. Nevertheless, little research has been 
conducted to comprehensively validate the efficacy of the 
MPEG-4 error resilient tools in combination with the UDP 
protocol when applied to a mobile video-audio system.

ERROR RESILIENCE IN MPEG-4
MPEG-4 [2] provides error resilient tools to enable robust 
transmission of compressed ultrasound video over error-
prone mobile networks, which are subject to Rayleigh fading 
and burst errors as a result of multipath propagation [6].  
MPEG-4 employs four types of error resilient tools to enable 
resynchronization, error detection, data recovery, and error 
concealment: resynchronization markers (RMs), data 
partitioning (DP), reversible variable length coding (RVLC), 
and header extension code (HEC).

EXPERIMENTATION
Data Transmission Format
An MPEG-4 bit stream composed of a series of video packets 
is encapsulated into an IP datagram using the UDP protocol. 
As shown in (Fig. 1), an IP datagram consists of UDP data 
corresponding to the fragmented MPEG-4 bit stream data, 8 
bytes of UDP header and 20 bytes of IP header. A total of 28 

bytes of overhead is created by the attached headers [5]. 
Particularly, the UDP protocol drops the whole UDP datagram 
when corruption of the UDP datagram is detected by the 
checksum field within the UDP header.

Fig. 1. Encapsulation Of A UDP Datagram Within An IP Packet

Experimentation

Fig. 2. A Typical Image Extracted From A Patient Video With 
Audio And Signals Interface For Experimentation
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Measurements were taken for 7 days at the Seoul metropolitan 
area. As shown in (Fig. 2), 30 seconds of captured video-audio 
were repeatedly used for each measurement. The output bit 
rate of the MPEG-4 encoder (spatial resolution of 320x240, 
frame rate of 4 frames/sec, and key-frame period of 2 sec) was 
set to 80 Kbps, considering a measured mean bit rate of 100 
kbps for the reverse link [7] and an MPEG-4 decoder buffer 
margin of 20 kbps for network jitter compensation. Because of 
the interrelation between the error resilient tools (for 
example, RVLC should only be used in conjunction with DP), 
and the header's relative importance compared to other 
streaming data, three different combinations of error resilient 
tools were considered, all utilizing HEC: RM only, RM with DP, 
and RM with both DP and RVLC. At the MPEG-4 decoder, an 
error concealment technique was employed before 
evaluating video quality. In particular, when the frame drop 
occurred due to a burst error, the dropped frame was 
replaced by the previous frame. The MPEG-4 simple profile 
with error resilient tools was implemented by mpegable 
Video SDK (Dicas Co., Germany) [8].

RESULT
In order to analyze the error effect of the wireless networks 
with respect to different IP datagram sizes (corresponding to 
UDP datagram sizes), the IP datagram size was varied 
between 200 and 5000 bytes. As shown in (Fig. 3), the DLR 
increased as IP datagram size increased, because UDP 
discards the entire datagram regardless of the amount of 
corruption when an error is detected within. As the size of the 
IP datagram increased, the percentage of UDP data increased 
relative to the headers (with a fixed size of 28 bytes), Thus, 
PSNR increased as the size of the IP datagrams increased.

When the compressed bit stream is not contaminated by error 
(before transmission) as shown in (Fig. 4a), the highest PSNR 
can be obtained without using any error resilient tools. 
Moreover, the PSNR decreases as more MPEG-4 error 
resilient tools are employed. (The use of headers is 
unavoidable if any error resilient tool is employed.) Thus, for 
fixed-size bits, the bits allocated for a patient video can be 
decreased if the bits allocated for headers are increased. 
Particularly, the abrupt change in PSNR for the case using RM 
with both DP and RVLC is due to fact that the prefix for RVLC 
requires additional space compared to RM and DP.

Fig. 3. Datagram Loss Rate(DLR) In Terms Of IP Datagram Size 
After Mobile Transmission

CONCLUSION
The selection of an appropriate error resilient video 
compression method might be a primary concern in 
designing a mobile video-audio transmission system running 

over a mobile network with limited bandwidth. Among the 
many standard video compression methods available, MPEG-
4 can be regarded as one of the most appropriate for 
compressing video data for transmission over a mobile 
network, because MPEG-4 offers high compression at a low 
bit rate and useful error-resilient tools [6]. In addition to the 
compression method, a transmission protocol, either TCP or 
UDP, should also be taken into consideration when 
transmitting a compressed bit stream over an IP-based 
mobile network [9]. For real-time video-audio transmission 
over an error-prone mobile network, the conditions required 
to select the transmission protocol are the capability for real-
time streaming and tolerance to frame loss [10]. 
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Abstract—The Internet of Things (IoTs) is important in the energy industry since it creates a smart metering and monitoring 
system. High attention to detail focuses on combining energy meter and control mechanisms, which necessitate smart equipment 
control, bidirectional communication, and networking as well as user interaction. Energy meters in India are mechanical and 
postpaid. The primary disadvantage of this method is that a person must travel from street to street, checking each house's energy 
meter and issuing charges. The payment was made, according to that reading. Even when bills are paid on time, problems such 
as over-billing or provider warnings are prevalent. To address this issue, we proposed an IoT-based prepaid power recharge unit 
that will integrate with standard household energy meters and be capable of counting down energy use and switching off the 
main power supply once the energy usage countdown reaches zero, as well as an IoT-based data collection system. The recharge 
information and energy consumption from the recharge station are recorded in a Data Acquisition server linked to the energy 
meters in order to manage the main power supply and monitor power consumption in real-time. 
 

Index Terms— IOT, energy meter, prepaid, data acquisition 
 

I. INTRODUCTION 

NERGY is an essential factor for a country's economic 
development, as well as for increasing people's lifestyles on 
the globe. As the nation's population grew, so does the energy 
requirements. A smart device is an intelligent power meter 
that detects a public's energy use and sends additional 
information to the utility via a multiple effective 
communication [1,2]. The conventional manual meter reading 
method proved unsuitable for long-term operations since it 
consumes a lot of human and material resources. It causes 
extra issues when manually calculating readings and 
invoicing. The number of people who use energy is rapidly 
growing these days. It became difficult to manage and sustain 
electricity in response to the increasing demands [3]. The 
integration of automated systems via communication systems 
over a web has now become a demand. With the rise of 
technology, research on communication systems and home 
automation has gained significance and desirability [4]. An 
Intelligent Energy Meter is a device that detects energy usage 
at predetermined intervals and transmits that data to the utility 
for monitoring, administration, and invoicing [5]. The 
customer has a variety of issues as a result of post-paid 
connections. Prepaid electricity connections are frequently 

proposed as a potential solution to this problem. In this 
prepaid electricity meter circuit, consumers will need to 
replenish the amount of energy they need to consume [6]. To 
enable this prepaid system to function, residential energy 
meters must be outfitted with a module capable of identifying 
the amount recharged by the user and tallying the amount 
recharged to zero based on power usage. When the meter 
count reaches zero, the main supply is immediately shut off, 
and it can only be turned back on after the next recharge.  
 The Arduino, a GSM board, and a node MCU were used to 
demonstrate this idea. Using an internet gateway, we can 
restore our energy balance. If the balance is low or zero, the 
power supply link to the dwelling is instantly disconnected. 
This device may also send energy consumption notifications 
from the meter to the substation at regular intervals through 
the node MCU module, as well as alerting users to low 
balance, cutoff, and other problems. The mechanism is set up 
such that at the end of every month, the gadget generates the 
unit cost and sends it to the smartphone application along with 
the billing. The web - based application that will be synced to 
same server as the energy device. 

II. MOTIVATION AND EXISTING WORK 

Many nations have implemented the notion of prepaid 
admission. This concept is based on the premise of "pay first, 
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use later." The notion appeals to the consumer since there is 
no fear of disconnection and reconnection for any reason. 
Under the present invoicing approach, the Electricity Board is 
unable to keep track of user power usage (postpaid). Even if 
bills are paid on time, the client may encounter difficulties 
such as getting late bills for payments already made, as well as 
insufficient electricity supply and quality. Energy metering or 
smart meters are electronic device that can detect and show 
energy consumption in the form of readings. Traditional 
meters have been widely used since the late 1800s. These 
electrical metering may be configured to facilitate information 
interchange among electronic devices in an electricity network 
and may be engaged in both the manufacture and supply of 
power [7]. To calculate energy usage, most conventional 
electric meters employ a revolving disk composed of copper 
or aluminum connected to a clock mechanism through a gear 
mechanism and a display. Because energy is measured using a 
mechanical construction, conventional meters are also known 
as electromechanical meters [8]. Electricity meters are now 
digitally operated, although they still have significant 
restrictions. Many nations, particularly those in Europe, have 
begun extensive implementation of digital, smart energy 
meters [9]. 

Energy distribution and maintenance are the responsibility 
of the local state electrical board. The amount of KWH 
consumed over the course of a month is multiplied to calculate 
a user's power usage (Fig. 1). This reading is kept locally on 
the meter. This reading is taken manually by a power board 
person who visits door to door. This data is then sent to the 
head electrical board for review, and an evaluation bill is 
generated based on the monthly measurements. Customers 
then pay their costs using their selected mode of payment. 
This procedure takes a long time and a lot of human labor, and 
the cost is totally reliant on the readings of the employees. So, 
whatever reading a staff records for a client, the consumer 

must pay for it, and because post-paid power payment is used, 
many consumers use electricity inefficiently and sometimes do 
not pay for months. 

III. PROPOSED SYSTEM 

The suggested solution is an IoT-enabled prepaid energy 
meter. This suggested meter assists in the tracking of energy 
consumption and the automatic computation of bills using a 
controller. This data is saved on the server and sent to the 
customer via the GSM module application. The node MCU 
module is used to send the data to the server (Fig. 2). 
Customers may utilize the built-in user interface to keep track 
of their power use. 

IV. IMPLEMENTATION 

A. Hardware Requirements: 

 Arduino Mega controller board 
 Liquid crystal display 
 GSM Modem 
 Node MCU 
  Energy Meter 
 LED 
 5v Relay 
 Lamp 

B. Software Requirements 

 Arduino software 
 Embedded c programming    
 HTML 
 PHP 

Fig. 1 Existing System  

Fig. 2 Proposed Frame Work 
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C. Block Diagram 

 

V. COMPONENT DESCRIPTION 

A. Arduino Mega: 

This board has 54 digital I/O pins (14 of which may be used 
as PWM outputs), 16 analog inputs, 4 UARTs (hardware serial 
ports), a 16 MHz crystal oscillator, a USB connection, a power 
connector, an ICSP header, and a reset button. It comes with 
everything you need to get started with the microcontroller, 
such as a USB cable to connect it to a computer and an AC-to-
DC converter or battery to power it. 

B. LCD Display: 

 16*2 LCD with green colour Backlight  
 works on 5V DC  supply 
 2 Rows and 16 Characters Per Row 
 Displays two lines of 16 characters High contrast and 

a wide viewing angle 

C. GSM MODEM:  

GSM is an abbreviation for a mobile communication 
modem. It is mostly used for data transfer in mobile 
communication all over the world. A GSM modem is a type of 
modem that, like our cellphone, accepts a SIM card and 
operates by registering with a mobile carrier. GSM modems 
work in full duplex mode for sending and receiving SMS. It is 
an open cellular technology that allows mobile phone and data 
services to be communicated over the 850MHz, 900MHz, 
1800MHz, and 1900MHz frequency bands. 

D. Node MCU Module:  

NodeMCU is an open-source Lua-based Internet of Things 
(IoT) firmware and development board. It includes software 
for Espressif Systems' ESP8266 Wi-Fi SoC as well as 
hardware for the ESP12 board. Because it is simple to use, the 
Arduino IDE can easily program the NodeMCU development 
Board. The Arduino IDE will just take 5-10 minutes to 
program the Node MCU. We only need the Arduino IDE, a 
USB cable, and the NodeMCU board. 

E. Energy Meter: 

When a load is applied to this meter, a pulse LED blinks. If 
this LED blinks 3200 times, 1 KWH has been used. The metre 
constant is used to determine the accuracy of a metre during 
manufacture based on its class. 

F. Relay Module: 

Fig. 3 Block diagram of proposed system 

Fig. 4 a) Arduino Mega, b) LCD, c) Node MCU, d) GSM Module, e) 
Energy Meter and f) Relay 

a. b. 

c. 

d. 

e. f. 
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A relay is a switch that is activated by electricity. The unit 
consists of input terminals for single or multiple controllers, as 
well as a set of functional touch terminals. You can discover 
any number of connections of any type on the switch, 
including create contacts, divide contacts, and combinations of 
the two. 

VI. RESULTS AND DISCUSSIONS 

A. Algorithm: 

 In order to use this technique, users must first replenish 
the amount of power they intend to consume by SMS. 

 The recharged quantity and units are displayed on the 
LCD in the Consumer's system. 

 The electricity meter has a mechanism that recognizes 
the amount refilled by the user and then counts down 
from the recharged amount to zero depending on the 
electricity usage and sends the information to a server. 

 When the meter reading approaches 0, the connection to 
the main supply is automatically removed and will be 
restarted when the next recharge is completed. 

B. Calculation of Pulses and Units: 

Before we begin our calculations, we must first establish the 
pulse frequency of the energy meter. The first is 1600 
imp/kwh, while the second is 3200 imp/kwh. In this example, 
we're going to use a 3200 imp/kwh pulse rate energy meter. 
To begin, we must calculate the Pulses for 100 watts, which is 
the number of times the Pulse LED would blink in a minute 
for a 100 watt load. 𝑃𝑢𝑙𝑠𝑒 =  (𝑃𝑢𝑙𝑠𝑒_𝑟𝑎𝑡𝑒 ∗ 𝑤𝑎𝑡𝑡 ∗ 𝑡𝑖𝑚𝑒)(1000 ∗ 3600) … … … . (1)  

 
The following may be computed using the equation. 1 using 

a 3200 imp/kwh rate and a 60-second pulse bulb for a 100-
watt bulb: 𝑃𝑢𝑙𝑠𝑒𝑠 = 3200 ∗ 100 ∗ 601000 ∗ 3600              𝑃𝑢𝑙𝑠𝑒𝑠 =  ~5.33 𝑝𝑢𝑙𝑠𝑒 / 𝑚𝑖𝑛𝑢𝑡𝑒 

 
The single pulse Power factor is now computed as follows: 𝑃𝑜𝑤𝑒𝑟 𝐹𝑎𝑐𝑡𝑜𝑟 =  𝑤𝑎𝑡𝑡(ℎ𝑜𝑢𝑟 ∗ 𝑃𝑢𝑙𝑠𝑒) = 10060 ∗ 5.33= 0.3125 𝑤𝑎𝑡𝑡 𝑜𝑛𝑒 𝑝𝑢𝑙𝑠𝑒 

 𝑈𝑛𝑖𝑡𝑠 =  𝑃𝑜𝑤𝑒𝑟 𝐹𝑎𝑐𝑡𝑜𝑟 ∗ 𝑇𝑜𝑡𝑎𝑙 𝑝𝑢𝑙𝑠𝑒1000  

 𝑁𝑜 𝑜𝑓 𝑝𝑢𝑙𝑠𝑒𝑠 𝑖𝑛 𝑜𝑛𝑒 ℎ𝑜𝑢𝑟 =  5.33 ∗ 60 = 320 
 

∴ 𝑈𝑛𝑖𝑡𝑠 =  0.3125 ∗ 320 1000 = 0.1ℎ𝑜𝑢𝑟 

 
Let's say a 100-watt bulb is used for a day's worth of  

 
 

Fig. 5  a) The proposed prepaid energy meter system, b) showing SMS 
received  when  recharged is done, c) showing SMS alert received from 
prepaid meter when balance is low, d) showing connection cut SMS 
alert received from prepaid energy meter, e) Logging in to Data 
Acquisition Page and f) showing Data Acquisition Page 

a. 

b. 

c. d. 

e. 

f. 
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lighting then, 𝑁𝑜 𝑜𝑓 𝑈𝑛𝑖𝑡𝑠 = 0.1 ∗ 24 =  2.4 𝑈𝑛𝑖𝑡𝑠 
 
And let us assume unit rate at our area is 5 rupees per unit 

then the amount that we have to pay for 2.4 Units is,  
 𝑅𝑠: 𝑅𝑢𝑝𝑒𝑒𝑠 =  2.4 ∗ 5 =  12 𝑟𝑢𝑝𝑒𝑒𝑠 
 

C. Results 

The diagram depicts an overview of the proposed project's 
hardware, which includes the Arduino mega, GSM modem, 
LCD display, Node MCU, relay, and variable load. When the 
load is first connected to the prepaid energy meter, it 
consumes energy. The balance decreases as the load 
consumes. When the user's balance reaches a particular 
amount, he or she receives an SMS notification. The user will 
receive a confirmation message when the power board has 
completed the recharge procedure, which will also indicate 
the current balance. The user will benefit from the 
notification messages, and the user will immediately take the 
appropriate actions, avoiding the power from being turned off 
and reducing energy consumption. 

 Using IoT, data is logged in real time every 15 seconds and 
saved on a server. As a result, the user may check his power 
usage and recharge statistics at any time via the web interface. 
There is no need to manually monitor power use by glancing 
at a meter. If each meter's real-time power consumption data is 
accessible, it may be utilized for power consumption analysis. 
Because it is wireless and simple to set up, we can install it 
anywhere, including a business, residential, or municipal 
facility. We may also implement a public energy supply 
system, which reduces energy waste by using just the 
necessary energy on a regular basis. It is highly accurate with 
public power sources since the entire idea of reading the units 
and then invoicing manually or by any other means is 
eliminated. 

VII. CONCLUSION 

Customers may pay for power before it is consumed with 
the planned prepaid energy meter, which is based on the 
Internet of Things. It minimizes the amount of time that 
humans spend reading meters and calculating bills. Consumers 
keep credit under control and then use electricity until the 
credit is gone. When the available credit is spent, a relay 
automatically turns off the power. When a user's credit goes 
below a specific threshold, GSM communication is used to 
alert them. Finally, this method resolves many of the 
difficulties associated with the post-payment billing system. 
Billing is also automated using this system. 
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Abstract: Recently the utilization of electric vehicle technology increasing drastically, because of environmental changes arises 
throughout the globe. Based on these issues, this paper focuses on the drive used in the electric vehicle with more economically. 
In general electric vehicles the induction motor drives are used, because they have great features, such as high starting torque and 
high efficiency. The motor drive is driven by the high switching frequency PWM inverter supplied by a dc source or supply, 
because of this switching frequency common mode (CM) voltage generated at the input of stator motor terminals, creating a shaft 
voltage through the motor air gap with possible rise in bearing current, leading to premature damage to the motor reliability and 
lifetime. To compensate this problem an advanced active filter is designed, which will suppress the common mode voltage. And 
also analyze the impact of electromagnetic interference (EMI) on drive under the test (DUT). The above system will initial executed 
in the electrical software tools like MATLAB/SIMULATION for confirmation of the results, suitable for electric vehicle 
applications, especially for induction motor drives. 
  
Keywords: Common mode (CM) voltage, Shunt active filter, Electromagnetic Interference (EMI), Induction Motor drive. 
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I.INTRODUCTION 

      In the present applications of electrical vehicles, high quality output is achieved through the pulse width modulation (PWM) 
IGBT switches. It creates high switching frequency at the inverter output terminals and generates common-mode voltages at drive 
input side. This common mode voltage produces shaft voltage therefore produces bearing currents through stray capacitances. 
Amplitude of the shaft voltage and bearing current influence the electromagnetic interference (EMI) problems. It also leads to 
severe damage to the insulation of the motor i.e. life time and reliability of the motor [1]. 
       Several literatures exhibit that the suppression of the common mode voltage in the induction motor drive fed by high voltage 
dc supply [2-4]. They have proposed the common mode active filters to mitigate the common mode voltage at the input motor 
terminals. Two kinds of methodologies are proposed to synthesis the common mode voltage, one of them is the passive circuitry 
[5], it consists of simply resistors, inductors, capacitors and common mode chokes. The values of those parameters are depending 
on the length of the cable from inverter and motor [6]. The second methodology is used to     mitigate the common mode voltage 
on the inverter fed induction motor drive with an active circuitry.  This is the one of the most effective processes used in the 
industrial drives in the last five years. Generally, it eliminates the mirror image of common mode voltage, i.e. shaft voltage and 
the bearing currents [7-10]. This active circuit canceller contains different parts for detection and reinjection of the voltage in the 
line, this detection circuit consisting of star connected capacitors, Darlington pair of transistors, a four winding transformer and 
additional dc power supply. This circuit focuses on the common mode voltage detection at the inverter output, transfer of the 
common mode voltage by a voltage follower amplifier to a common mode transformer and reinjection of the compensated voltage 
through CMT [11-15]. 
     In this paper, a dc power supply of 575V is derived from an ac power supply for reduction of the cost. This is proposed for the 
suppression of common mode voltage and thereby shaft voltage and bearing currents will be reduced. The proposed methodology 
is simulated using MATLAB and executed experimentally further.   
     A high frequency model induction motor is used throughout the simulation. According to the CISPR model, a dedicated 600V 
high voltage dual-LISN [16-17] is designed and built for the simulation, Also concentrated on the active common mode voltage 
canceller (ACMVC) for compensating the common mode voltage. The present literature represents that the emitter follower 
realized by transistors (at present, bipolar p-n-p transistors with more than 400V are not available) instead of MOS-FET transistors 
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are implemented in this investigation. The proposed methodologies are supposed to be implemented in electric vehicles, hybrid 
electric vehicles, plug-in hybrid electric vehicles and fuel-cell vehicles that improves the overall system reliability and also reduces 
the cost and size.    
     This paper is organized in different sections, introduction of the work is presented in section I. In section II, the design 
considerations of the high voltage dual channel Line impedance stabilization network (LISN), standards for comparison of results 
with the CISPR, circuit configurations, mathematical design features are explained. Section III describes design considerations for 
high frequency induction motor model to make it suitable for measurement of common mode ground currents, and its equivalent 
circuits with values. In section IV, design features for the common mode voltage active canceller (CMVAC), its circuit 
configurations, and CMT are described. Section V describes the results obtained in simulation. The outcomes of the work are 
concluded in section VI. 
 

II. LINE IMPEDANCE STABILIZATION NETWORK DESIGN CHARACTERISTICS 
 

    The Line impedance stabilization network is a low pass filter placed between AC or DC power source and the equipment under 
test (EUT) to create known impedance as per complying standard for the measurement of conducted emission. This provides a 
Radio frequency (RF) noise measurement port. It also isolates the unwanted RF signals from the power source when pre-filter is 
included. Specifications of The LISN are presented in Table 1.  
     The LISN is generally used in the repeatable and accurate measurements of the conducted emissions generated by the high 
switching frequency inverters. Two identical LISNs are placed in the same metal structure (line and neutral). As per the standards 
of CISPR, the values of the line and neutral LISNs are inductance (L) of 5µH, capacitor (c1) with 1µF on the mains side. A 50Ω 

resistance, output measuring instrument, and coupling capacitor c of 0.1µF are placed on the drive under test side (DUT). [19-20], 
     The Figure 1 shows the circuit model of the high voltage dual channel LISN, which is built on dedicated earthing. More or less 
each of LISN must meet the standard impedance curve defined by CISPR16-1[20-21] as shown in Figures 2-4. And also the ideal 
impedance curve and measured impedance curves at the line and neutral are represented in Figure 2, Figure 3, and Figure.4. These 
curves are measured by Rohde and Schwarz vector network analyzer ZVRE.  
 

 

Fig: Circuit model of high voltage dual Line Impedance Stabilization Network 

 
Fig2: Ideal impedance curve of the LSIN as for CISPR16-1 
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Table 1: specifications of LISN 

 

 

 

 

 

 

 

 

 
 

III. HIGH FREQUENCY INDUCTION MOTOR MODEL  
 

     As a matter of fact, AC drives are more popular because of developments in power electronics in the electrical drives, reduced 
cost and other maintenance problems. In most of the cases, squirrel cage induction motors are used to avoid inertia and also for 
easy control of stator in vehicle applications. In this work, 3-Φ, induction motor with rated values of voltage: 415V (±10V), 

frequency: 50Hz (±5Hz) current: 2.5A, is used for smooth execution. 
     Similarly for carryout the simulation work the high frequency model of induction motor are designed, which is considered in 
the literature [1], [18] and several HF models are discussed in [22]. In general common mode currents are measured at the high 
frequencies only, that’s why representation of motor model in high frequency circuit as not at all a problem. High frequency model 
of an induction motor with simulation values (MATLAB) as shown in fig.5. 

 
 

    
 

Fig3: High frequency circuit of the induction motor single winding 
 
     So many literatures give different values for the motor winding parameters, such as stray capacitances, winding inductances 
and resistances. Out of all M.C. Di Piazza. Et. al [23] represents more accurate values and she was inspiration for me to motivate 
towards electric vehicle research area. Those values as given below  
 
 

Parameter Value 

R 640 Ω 

L 1.60 mH 

C 899 pF 

    Table2: Induction motor per phase winding parameters 

 

 

 

 

Topic Performance Specifications 

Frequency 9 KHz – 30 MHz 

AMN Impedance (50 mH + 5 Ω) ǁ 50 Ω 

Maximum current AC / DC 16A 

Standard CISPR 16-1-2 

Maximum voltages AC:250V, 50/60Hz, DC:600V DC 

RF Output 50Ω to connect RF output to EMI receiver 

EUT Terminal Output: 3 pin standard socket 
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IV. DESIGN OF CMV ACTIVE CANCELLER CIRCUIT 

 

I. Common mode voltage 

An average voltage available at neutral point with respect to ground is called as common mode voltage or a voltage that 
appears in common at both input terminals of a device with respect to the output reference usually ground. Mathematically 
represents  

  𝑉𝑚 =
[𝑉𝑎𝑛+𝑉𝑏𝑛+𝑉𝑐𝑛]

3
                                   (1) 

In the above equation Van, Vbn and Vcn are the phase voltages generated by the PWM inverter. The waveform of common mode 
voltage is schematically shown on Figure below. The common mode voltage can be measured between star point of stator winding 
of an induction motor and the ground. 

 

     Generally the common mode analysis without long cable is considered [24], the terminal voltages at the motor would be same 
as at the inverter output.  Therefore common mode voltage 

                   V𝑐𝑚 =
𝑉𝑎+𝑉𝑏+𝑉𝑐

3
                                       (2)   

 Where              𝑉𝑎 = 𝑉𝑎, 𝑜 + 𝑉𝑜, 𝑛                                        (3) 

                   Vb= 𝑉𝑏, 𝑜 + 𝑉𝑜, 𝑛                            (4)   

𝑉𝑐 = 𝑉𝑐, 𝑜 + 𝑉𝑜, 𝑛                                       (5) 

 Substituting equations (3)-(5 in equation (2), we have   

V𝑐𝑚 =
𝑉𝑎,𝑜+𝑉𝑏,𝑜+𝑉𝑐,𝑜

3
+ 𝑉𝑜, 𝑛                         (6) 

 Summation of inverter output voltage     

               𝑉𝑐𝑚 = ±  
𝑉𝑑

6
+ (𝑉𝑜, 𝑛)                               (7) 

    In this project the length of the cable is very small, that’s why not considering any calculations regarding with cable. The effects 
of common mode voltage on induction motor fed by high switching frequency PWM  inverter was more severe. This common 
mode voltage is the major reason to create a shaft voltage, and resulting bearing currents are produced in the system. Therefore 
premature damage to the both life time as well as the reliability of the motor. To protect the drive from these abnormalities common 
mode voltage active cancellers are implemented in early stages to protect the motor. 
 
II. Common mode voltage active canceller 

    As matter of fact, the common mode voltage was the major reason for shaft voltage. Therefore to neutralize this common mode 
voltage, an active voltage canceller was designed. This is used mainly to remove the common mode voltage. It works in the 
following steps; initially it detects the common mode voltage from the output of the inverter by three star connected capacitors, 
and transferred through the push-pull emitter follower in Darlington configuration and reproduced at the primary of the Common 
mode transformer. 

     The Design details of the common mode voltage active canceller (CMVAC) as shown in Fig.6. it consisting of star connected 
capacitors, C reasonable 0 to 10nF are preferable and CI, which is three times of C, DC voltage source and finally the common 
mode transformer. 

     According to the [2], the schematic of a feedback voltage-sensing voltage-compensating active filter shown in fig.4, the 
common mode voltage active filter works 
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Fig 4: Voltage sensing and voltage compensation 

 
 
 
 

 
Fig5: An over view of the proposed configuration with common mode voltage active canceller 

 
 
 
 

V. SIMULATION RESULTS 
I. Simulated results without filter 
     
      For the proposed system in Fig.5 was simulated for both the cases such as without and with active common mode voltage 
canceller circuits in the MATLAB/SIMULINK as shown in figures. All the results are proposed for without and with filter circuits 
as shown.  
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Fig:6 Three phase source voltages 

 
Fig7: 3-phase controlled rectifier output voltage

 

 
Fig 8: Output of the Line impedance stabilization network 

 

 
Fig 9: Inverter output voltages of the 3-phases 

 

 
Fig10: Common mode voltage without filter 

 
 

II. Simulated results with filter 
 

 
Fig:11 Three phase source voltages 
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Fig 12: Inverter output voltages of the 3-phases 

 

 
 

Fig13: Common mode voltage with filter 

                                                                                       
                                                               Fig14: Common mode running RMS voltage 

 
VI. CONCLUSION 

 
      In this paper, a common mode voltage active canceller (CMVAC) has been developed, which is capable of neutralizing a 
common-mode voltage generated by high switching frequency PWM inverter. The common mode emissions towards the DC power 
supply mains are also tested by employing a high voltage dual channel dc LISN designed and build for the simulation purpose. This 
configuration has been simulated, therefore all the results such as common mode voltage, shaft voltages, common mode EMI those 
are suppressed satisfactorily. Future scope of the work will execute the prototype common mode voltage active canceller (CMVAC) 
construction and verify for a 1.1 kW 3-Φ induction motor drive using high switching frequency IGBT inverter. 
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Abstract 
This paper deals with the control of single-
phase grid-tied solar photovoltaic (SPV) 
power generation system with a universal 
active power filter (UAPF) capabilities. The 
SPVUAPF system consists of series and shunt 
voltage source inverters (VSIs). The shunt VSI 
exports the real power extracted from the PV 
panels to the grid and local loads. In addition 
to handling the real power, the shunt VSI 
provides compensation of reactive and 
harmonic currents generated by the loads. The 
reference signals required for the control of the 
shunt and series VSIs of the SPV-UAPF 
system are estimated using least mean mixed 
norm (LMMN) adaptive identification 
algorithm. 
 
Keywords: Universal Active Power Filter 
(UAPF), Solar Photovoltaic (SPV), Least 
Mean Mixed Norm (LMMN). 
 

I. INTRODUCTION 
    The ever-growing energy demand and 
emphasis on clean energy have led to 
proliferation of solar and wind based 
renewable power generations system. Between 
solar and wind energy systems, the solar 
energy systems are widely found at 
distribution level as they require little or no 
maintenance and the solar panels can be 
installed on almost any roof, as well as on the 
ground. Therefore, many households and 
commercial places are being powered by solar 
power [1]. The solar power generating systems 
make use of power electronics based dc-dc and 
dc-ac converters to transform the dc voltage 
generated by the solar panels into a usable ac 
voltage [2]. The power electronic converters 
are controlled to operate the solar panels at 
maximum power point. In case of grid tied 
solar power generation systems, the voltage 
source inverters (VSIs) export the remainder 
of the extracted solar power to the distribution 

grid upon feeding the local loads. Usually for 
high power systems, three-phase is preferred 
as they offer reduced current stress on power 
electronic switches, improved efficiency, high 
power density and reduced passive elements 
size. Nonetheless, single-phase systems are 
suited for low power generation in the range of 
a few kilowatts. Most of the rooftop domestic 
solar power systems are low power and single-
phase in nature. In single-phase systems, the 
number of power electronic switches and 
sensors required are less compared to a three 
phase system; which in turn makes the control 
circuitry simple and cost-effective.  

 
Thereby the complexity of the control 

system is reduced drastically in single-phase 
system. However, in case of single-phase 
systems, the instantaneous powers contain 
second order oscillations, which would lead to 
dc-link voltage oscillations in VSIs. To filter 
out these dc-link voltage oscillations a large 
capacitor bank is needed on dc side. Lately, 
the power quality has become a rising concern 
in distribution systems with the increased use 
of various nonlinear loads such as variable 
frequency drives, LED-based lighting devices 
and switch mode power supplies. The 
harmonic currents drawn by the nonlinear 
loads causes harmonic voltage drops in the 
system and thereby distort the voltage at point 
of common coupling (PCC). The voltage 
distortion caused by nonlinear loads may lead 
to malfunctioning of sensitive loads [3]. The 
effects of harmonics drawn can be suppressed 
with the help of power quality conditioning 
devices such as series and shunt power filters. 
Installation of dedicated power conditioning 
devices can be avoided if the VSIs that are 
employed for the active power generation are 
able to offer ancillary services like harmonic 
and reactive currents compensation [4], [5].  
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II. LITERATURE SURVEY 
Various studies focusing on integrating 
compensation capabilities in the VSIs of grid 
interactive solar power generation systems can 
be found in the literature [6]–[12]. Primarily, 
the attention has given to integration of shunt 
compensation capabilities like harmonic and 
reactive currents compensation to improve the 
voltage quality at the PCC as it does not 
require any additional component such as a 
series transformer. In [6]– [8], the solar power 
generation systems with integrated shunt 
compensation are reported. However, to deal 
with the voltage disturbances like voltage sag, 
swell and harmonic distortion, series 
compensation [9] is preferred over shunt 
compensation. Hence, to simultaneously 
provide both series and shunt compensation, 
universal active power filters (UAPFs) can be 
used [13]–[15]. UAPFs are capable of 
handling most of the power quality problems 
arise in distribution systems. In [10]–[12], a 
solar power generation coupled with both 
UAPF capabilities is proposed.  

In the fields of electric drives and 
power conditioning systems, the least means 
squares (LMS)-based adaptive technique is 
being extensively used compared to various 
adaptive identification methods because of its 
simplicity and easy to implement. Application 
of LMS technique for extracting the 
fundamental frequency component 
information in a nonlinear load currents 
reported. Nonetheless, in case of the LMS 
technique, the mean square error (MSE) is 
directly related to the step size. The higher the 
step size, the faster the convergence. However, 
increasing the step size would lead to 
increased MSE. Therefore, a judicious value of 
step size must be selected for extraction of 
harmonic components. Further, the LMS-
based identification technique operates on the 
principle of minimizing the MSE. Therefore, 
the LMS method is more suitable when the 
error norm is below 1.0 and it becomes less 
responsive when the error norm is greater than 
1.0. Another adaptive technique similar to 
LMS method known as least mean forth 
(LMF) technique [can also be found in the 
literature. Unlike LMS method, the LMF 
technique works effectively when then error is 
less than 1.0.  
  
Based on the discussion so far, considering the 
limitations of LMS and LMF techniques, the 

least mean mixed norm (LMMN) algorithm is 
identified, modified and applied for adaptive 
detection of harmonic components of load 
current and synchronization of single-phase 
SPVUAPF system in this work. The LMMN 
method has combined benefits of LMS and 
LMF techniques. Unlike the reported works, a 
multi-channel structure of LMMN-based 
filtering algorithm is proposed for the present 
application to enable selective compensation 
and increase the detection speed. The multi-
channel LMMN-filter structure simultaneously 
extracts all the dominant harmonic 
components of the load current in addition to 
fundamental to reduce the error to be 
processed by the LMMN filters and thereby 
increases the dynamic response of harmonic 
components detection process. 
 
III. PROPOSED SYSTEM 
A. Description of SPV-UPAF System 
Fig.1 shows the configuration of single-phase 
SPV-UAPF system. The system consists of 
back-back connected single phase H-bridge 
VSIs labeled as shunt and series inverters with 
common dc bus. The VSIs are electronically 
realized using insulated gate bipolar junction 
transistors (IGBTs). Solar power is extracted 
from the PV panels by means of a boost 
converter and fed to grid via shunt VSI. The 
boost converter operates the solar panels at 
maximum power point. The switching pulses 
for the boost converter are generated using 
perturb and observe (P&O) algorithm. The 
series VSI is placed between PCC and the load 
via a single-phase step down transformer. The 
secondary side voltage of the series 
transformer either aids or opposes the PCC 
voltage to regulate the load voltage. The 
symbols vpcc, vse and vl represent the PCC 
voltage, series injected voltage and the load 
voltage, respectively. The quantities ish, ig and 
il, represent shunt VSI current, grid current, 
and load current, respectively. The dc 
quantities such as dc-link voltage, PV output 
voltage, PV output current are denoted by 
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ABSTRACT 

In this paper, a comprehensive controller 
for a standalone microgrid with three 
dispersed generation units based on a wind 
turbine, a solar photovoltaic array, and a 
diesel generator is implemented. To 
achieve maximum power point tacking of a 
solar photovoltaic array and a variable 
speed wind turbine coupled to a permanent 
magnet brushless DC generator without 
rotor/wind speed sensors, the power ratio 
variable step perturb and observe method is 
used. Furthermore, a control algorithm 
based on in-phase and quadrature units is 
developed to ensure perfect 
synchronisation of a diesel generator to the 
point of common coupling (PCC). Voltage 
and frequency are regulated using an active 
power control based on a proportional-
integral controller with anti-windup. The 
LCL filter, which is based on a virtual 
resistor, is used for power distribution. 

I.INTRODUCTION 

Despite the fact that DG is expensive, 
noisy, and polluting, any remote area still 
uses a diesel engine based electric generator 
known as a diesel generator (DG) for their 
electrical energy needs. Renewable energy 
sources (RES) such as solar, wind, biomass, 
and hydro are typically abundant in remote 
areas. Advances in power electronics and 
electrical machines have made it possible to 
reduce the cost of energy provided by these 
RES and to reduce reliance on DG in 
remote areas by integrating various RES 

and forming a standalone microgrid 
(SMG). This electric system is a self-
sustaining, off-the-grid network that uses 
energy generated locally. Because of the 
stochastic nature of different RES, the 
electricity generation needs a backup 
support such as DG, because SMG is not 
connected to any conventional grid. 
However, such combination has AC as well 
as DC generation making the control 
complex and costly. As a result, research 
efforts for simplified control, cost 
reduction, and improved SMG performance 
are documented in the literature. The 
authors of [4] presented a wind turbine 
(WT) and a solar photovoltaic (PV) based 
SMG for cost and complexity reduction 
while eliminating one power converter. The 
control is simplified by removing the dump 
load; however, this technique is not 
applicable to all applications. Two different 
configurations are presented to ensure 
continuous power in remote and isolated 
areas by continuously operating DGs. This 
solution is expensive, polluting, and 
inefficient at light loads. A battery energy 
storage (BES), WT, and DGs-based SMG is 
presented in to improve the performance of 
DGs, where DG is used as an emergency 
energy source. 

II.LITERATURE SURVEY 
A.M. Rezkallah, Ambrish Chandra, D. The 
control design of a new Eco-friendly 
microgrid based on Wind/Diesel/Battery is 
investigated by R. Rousse, H. Ibrahim, and 
A. Ilinca. The variable speed permanent 
magnet brushless DC generator 
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(PMBLDCG) driven by a wind turbine 
(WT) is connected to the DC bus via a three 
phase diode bridge rectifier and a DC/DC 
boost converter. To achieve maximum 
power point tracking (MPPT) from WT 
without rotor speed sensing, the 
perturbation and observation technique 
(P&O) is used. The variable speed 
permanent magnet synchronous generator 
(PMSG) powered by a diesel engine (DE) 
is connected to the DC bus via a three phase 
diode bridge rectifier and DC/DC boost 
converter. It is programmed to operate 
based on the load power demand and the 
battery's state of charge (SOC%). The 
power measured at the DC bus is used. A 
neutral point 3-phase 4-wire inverter 
topology is considered as interfacing power 
converter. To regulate the system frequency 
and AC voltage at the point of common 
coupling (PCC), control strategy based on 
decomposition in symmetrical components 
of the load voltages and currents is 
developed.  

B. Choi JW and Lee SC. proposed a new 
antiwindup strategy for PI speed controllers 
to suppress the undesirable side effect 
known as integrator windup when making 
large set-point changes. When the speed 
control mode is switched from P control to 
PI control, an appropriate initial value is 
assigned to the integrator. This value then 
limits overshoot. Furthermore, the 
proposed method ensures the designed 
performance regardless of the operating 
conditions, i.e., different set-point changes 
and load torques, and is easily 
implementable with existing PI controllers. 
The proposed method outperforms existing 
well-known antiwindup methods, such as 
conditional integration and tracking back 
calculation, in SIMULINK/MATLAB-
based comparative simulations and 

experiments for a permanent-magnet 
synchronous motor speed controller. 

C.Saïd-Romdhane MB, Naouar MW, 
Slama-Belkhodja I, Monmasson E. are 
proposed Grid-connected converters 
(GcCs) employ LCL filters instead of 
simple L filters in order to meet new grid 
codes and their on-going changes in the 
near future. For solving the resonance 
problems of LCL-filter-based GcCs, active 
damping methods with no power losses are 
preferred over passive damping methods ( 
LCL-GcCs). Large changes in grid 
inductance, on the other hand (typically 
under poor grid conditions and in rural 
areas), may jeopardise system stability. 
Furthermore, the delay of digital controllers 
will change the phase-frequency 
characteristics of the system, affecting 
system stability. As a result, this paper 
proposes a systematic design procedure for 
active damping of voltage-oriented PI 
control for LCL-GcCs. The procedure 
considers active damping methods based on 
capacitor current feedback and is designed 
to ensure stable operation under severe grid 
inductance variations while taking into 
account the effect of changes in digital 
control delay and LCL filter parameters on 
system stability. Modeling and simulation 

D.F. S. Tidjani, A. Hamadi, A. Chandra, 
P. Pillay, and A. Ndtoungou, are proposed  
Microgrid (MG) is attracting considerable 
attention as a solution to energy deficiency, 
especially, in remote areas. A microgrid 
(MG) is a collection of interconnected loads 
and multiple distributed generators that are 
typically integrated via voltage source 
converters (VSC) and can operate in both 
grid-connected and island-mode. MG 
requires component optimization in terms 
of control and size reduction to improve 
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power quality and power energy 
management reliability. This paper 
examines three aspects in order to make 
some contributions: 1) Creating a new 
active damping technique based on a 
mathematical model of a voltage source 
convertor that does not require any 
additional sensors; 2) Reducing the size of 
the output LC filter by shifting the 
frequency and adjusting the active damping 
coefficient; and 3) Creating a strong fuzzy 
logic supervisor for smart power 
management. The simulation and 
experimental results show that the system 
performs admirably. 

III.PROPOSED SYSTEM 

A.System configuration and operation 
modes 
Figure 1 depicts the proposed SMG 
configuration, which includes a permanent 
magnet brushless DC generator driven by 
WT and a diesel engine driven synchronous 
generator (SG). The WT runs at variable 
speeds, whereas the synchronous generator 
runs at a fixed speed. The power from WT 
is rectified using a diode bridge rectifier and 
fed to the DC-link via a boost converter 2 
for simple integration of dispersed 
generating units with easy synchronisation. 
A boost converter 1 connects the PV array 
to the same DC-link. A three-phase VSC 
delivers the combined DC power to the 
PCC. To connect DG at PCC, a controlled 
switch is used. A battery bank serves as a 
backup to the SMG configuration. 

In Table I, all operating modes of the 
system, are presented. Based on the state of 
charge of battery (SOC), the generated 
power from WT and PV array, as well as 
the load power demand, the decision is 
taken. If the SOC is greater than 50% and 
the generated power from WT and PV 

array, is greater than the load demand, BES 
is in charging mode. For the same SOC but 
with less power generated from WT and 
PV, BES starts discharging i.e. feeding 
power to the load in order to balance the 
power in the system. DG is turned off as it 
is mentioned in a operating mode 5, only if 
the SOC is less than 50%, and the generated 
power from WT and PV array, is less than 
load power demand. In this operating mode 
DG runs at its full capacity, to charge BES 
and supply the load, simultaneously. The 
DC dump load operates in mode 4, only if 
BES is fully charged, and the generated 
power from WT and PV array, is greater 
than the load demand. 

 

 

Fig.1 SMG configuration under study 

IV. CONTROLLER DESIGN FOR 
SMG  

The proposed SMG uses various controllers 
for obtaining desired performance namely 
MPPT, DC dump load control, DG control, 
voltage control and power quality 
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improvement. In this section, the design of 
control algorithms, are discussed.  

A. Control strategy for Wind turbine  

Figure 2 depicts the proposed control 
algorithm for WT MPPT. To generate DC 
voltage from trapezoidal AC voltage, the 
stator of a permanent magnet brushless DC 
generator is connected to the DC bus via a 
three-phase diode bridge and boost 
converter 2. This eliminates the need for 
rotor or wind speed sensors. The DC link 
also has BES, which detects variations in 
DC link voltage as wind speed, i.e. WT 
speed, changes. As a result, both DC 
current (iWT) and voltage (VWT) are 
required to achieve MPPT. As a result, a 
power ratio-based P&O method with 
variable step size is used to realise MPPT 
from WT. 

 

Fig. 2. Control scheme for MPPT from 
WT 

B. Control Strategy for Solar 
Photovoltaic Array  

 

Fig. 3. Control scheme for MPPT from PV  

C. Control of DC Dump Load  

As shown in Fig.1, standalone microgrid is 
reinforced by a DC dump load connected to 
the DC-link to protect BES from 
overcharging and to prevent deterioration 
of the power quality at PCC. The control 
scheme for DC dump load, is presented in 
Fig.4. It activates only if BES is fully 
charged as detailed in Table 1 (operating 
mode 4). The control uses DC link voltage 
sensed as the battery voltage (vdc) and its 
reference value i.e. the limit of charging of 
battery (Vbat*) to get the voltage error (e).  

 

Fig. 4. DC dump load control algorithm 
based on AWPI 

D. Control of DG Synchronizer Switch  

The control scheme for the DG 
synchronizer switch is depicted in Fig.5. Its 
mechanical components include a speed 
regulator, actuator, and an engine, while its 
electrical components include a 
synchronous generator, exciter, and 
automatic voltage regulator (AVR). 
provides additional information on this 
mathematical model. As shown in Table I, 
in operating mode 5, the DG acts as an 
emergency energy source and operates only 
if the generated power from the WT and PV 
array is less than the load power demand 
and the SOC of the BES is less than 50%. 
To run DG efficiently, the BES is charged 
while the load is supplied. 
The following conditions must be met in 
order for the DG to be synchronised with 
the PCC. 
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where, SOC%, PL, PPV, PWT, θDG, θL, 
VDGP, and VLP denote the SOC of BES, 
load demand, generated power from PV 
array and WT, phase angle of terminal 
voltage of synchronous generator and PCC, 
as well as, their voltage amplitudes, 
respectively. 

 

Fig. 5. Control scheme for DG synchronizer switch 

V.SIMULATION RESULTS 
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Fig.6 a) Simulation results for load and weather variation when the SOC is sperior to 50%, 
and b) zoomed responses of (a) between t = 0.35s and t=0.6s 

 

 

Fig.7 Dynamic performance when SOC% is less than 50% 
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VI.CONCLUSION 

The proposed microgrid for an isolated 
water treatment station, which is comprised 
of three dispersed generation units: a fixed 
speed DG, a variable speed wind turbine, 
and a solar photovoltaic array, has been 
found to operate safely under severe 
conditions while continuously supplying 
the load demand at regulated voltage. The 
power ratio variable step P&O method for 
MPPT was easily implemented in a 
prototype to achieve high levels of 
performance from a wind turbine and a 
solar photovoltaic array without the use of 
wind/speed sensors or oscillations around 
MPP. The developed active power control 
based on an AWPI controller with virtual 
resistor based active-damping for voltage 
regulation at the PCC has been successfully 
implemented, and the results show that the 
desired performance is achieved without 
saturation during transitions. Excess power 
for the space heating system is used as a DC 
dump load to protect the BES from 
overcharging. DG was only used as a 
backup energy source, and its 
synchronisation with PCC was 
accomplished safely and without disrupting 
system operation. Using an LCL filter-
based virtual resistor, switching harmonics 
are perfectly attenuated with no losses. As 
a result, the comprehensive control 
proposed in this work for a standalone 
wind-solar diesel microgrid is expected to 
be an effective alternative for uninterrupted 
supply in remote and isolated areas. 
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ABSTRACT 
This master thesis work presents the development of a parameterized automated generic model for the structural 

design of an aircraft wing. Furthermore, in order to perform finite element analysis on the aircraft wing geometry, 

the process of finite element mesh generation is automated. The generic model that is developed in this regard is 

able to automate the process of creation and modification of the aircraft wing geometry based on a series of 

parameters which define the geometrical characteristics of wing panels, wing spars and wing ribs. Two different 

approaches are used for the creation of the generic model of an aircraft wing which are “Knowledge Pattern” and 

“Power Copy with Visual Basic Scripting” using the CATIA V5 Software. A performance comparison of the 

generic wing model based on these two approaches is also performed. In the early stages of the aircraft design 

process, an estimate of the structural characteristic of the aircraft wing is desirable for which a surface structural 

analysis (using 2D mesh elements) is more suitable. In this regard, the process of finite element mesh generation 

for the generic wing model is automated. Furthermore, the finite element mesh is updated based on any changes 

in geometry and the shape of the wing panels, wing spars or wing ribs, and ensure that all the mesh elements are 
always properly connected at the nodes. The automated FE mesh generated can be used for performing the 

structural analysis on an aircraft wing. Topology optimization has for a considerable time been applied 

successfully in the automotive industry, but still has not become a mainstream technology for the design of aircraft 

components.. Also, aircraft components are often stability designs and the compliance based topology 

optimization method still lacks the ability to deal with any buckling criteria. The present paper considers the use 

of the compliance formulated topology optimization method and detailed sizing/shape optimization methods to 

the design of aircraft components but also discusses the difficulties in obtaining correct loading and boundary 

conditions for finite element based analysis/optimization of components that are integral parts of a larger structure. 

 

KEYWORDS: Aircraft, Power Copy, 2D Mesh Elements. 

1. INTRODUCTION 
Aircraft design is a complex and multi-disciplinary process that involves a large number of disciplines and 

expertise in aerodynamics, structures, propulsion, flight controls and systems amongst others. During the initial 

conceptual phase of an aircraft design process, a large number of alternative aircraft configurations are studied 

and analyzed. Feasibility studies for different concepts and designs are carried out and the goal is to come up with 

a design concept that is able to best achieve the design objectives. One of the crucial studies in any aircraft design 

process is the conceptual design study of an aircraft wing. The aircraft wing is one  of the  most critical  

components  of an aircraft not only from an aerodynamics point of view but also from a structural point of view. 

The aircraft wing is designed in such a way that it is able to provide  the requisite lift while minimizing the drag. 

Drag is  critical from the aerodynamics point of view because it directly affects the performance of the aircraft 

like fuel efficiency and range. Not only does the wing provide the necessary lift during flight, the aircraft wing 

is designed structurally to 
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carry the entire weight of the aircraft. Also, in modern commercial aircrafts and fighter airplanes, the aircraft 

wing has more than one role. It not only carries the fuel required for the flight but is also used to provide storage 

bays where, the aircraft landing gears can be mounted and stowed during takeoff (which are normally placed 

inside the wing root of an aircraft). Furthermore, modern commercial airplanes have padded engines which are 

placed below the wing.\ 

 

This means that  the  aircraft  wing  has  to  be sufficiently strong from the structural perspective to carry the 

weight of these engines, fuel inside the wing box and internal components. A variety of components are also 

placed inside the aircraft wing which includes electro- mechanical actuators, fuel lines, and hydraulic, pneumatic 

and electrical systems amongst others. All of these components are to be compactly placed inside the wing, 

thus, the aircraft wing has to perform structurally and aerodynamically well to deliver the desired performance. 
Weight is one of the fundamental critical factors in any aircraft design process and  aircraft  designers  are  

always on the lookout for ways to minimize the weight of the aircraft. This means that a light weight aircraft 

should have  a light weight wing as shown in Fig.1. A light weight aircraft is thus beneficial for increasing the 

design performance. In the conceptual phase of an aircraft design process, different design studies are carried 

out for different components of the aircraft. One of the major portions of these studies is dedicated towards the 

design of the aircraft wing both from a structural and aerodynamics point of view. However, in this  stage  High-

end  CAD  software‟s  are  not  employed  as they are thought to be too complex or demanding to  be  used during 

this stage. Therefore, the promising design configurations have to be remodelled again later in the  detail design 

process which increases cost and the time to production. It can be very beneficial from a design perspective,  if  

these  CAD  software‟s  are  employed  from the start of the aircraft design process. This would enable less 

remodelling of the design in the detail design process and would also enable increased capability to do modelling 
and simulation during the conceptual phase. A generic model is thus required in this regard that would speed up 

the design process of analyzing different aircraft win configurations. 

 

2. OBJECTIVE AND CHALLENGE OF DROOP NOSE RIB 
To the aerospace industry, the overall weight of an aircraft is a critical design requirement due to the impact just 

a few kilograms can have on fuel efficiency and co2 emissions. Heavier aircraft use more fuel during flight which 

leads to increased running costs for the airline carriers. When designing  the  world‟s  largest  passenger  aircraft,  

the  airbus wanted to ensure the design was as lightweight as possible while maintaining all performance 

standards. To achieve objective and challenge we are using this thesis work presents the development of the 
generic parameterized aircraft wing model by using CATIA V5 CAD software which provides tools and features 

for automated geometry generation and modification. In using this CAD software, A structural mesh generation 

of the generic aircraft wing model is also created. It is ensured that the mesh elements are properly connected at 

the nodes and the mesh elements are of good quality. Altair Hypermesh for pre-processing, Solver is Altair 

Radioss, for post processing Altair Hyper view and for achieving new design and less weight using Altair 

Optistruct. 
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Fig.1. Application of general wing model 

 

2.1 Applications 

The generic wing model that is developed in this thesis work can not only be used for designing of the aircraft 

wing which is its primary application, but, also can be used for designing other types of wing shapes used in 

other applications. The structure of the model is made as general and generic as possible for enabling its use in 
different applications. For example, the generic wing model can be used for designing aircraft propeller blades, 

gas turbine blades, wind turbine blades, car spoilers and ship propeller blade etc. 

 

2.2 Positioning and Shape Of Wing 

When the positioning of the wing on the fuselage and the shape of the wing is changed, different types of wing 

configurations can be achieved, some of which are shown in the fig.2 below, 

 

 
Fig.2. Positioning and Shape of the Wing 
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3. GENERIC AIRCRAFT STRUCTURAL WING DESIGN CONCEPT 
 

3.1 Aircraft Design Process 

Aircraft design process is a complex undertaking, however, the design process can generally be divided into 

three phases which are outlined in the fig.3 below. There is a certain amount of overlapping between these three 

phases and the number of people, resources and cost associated with the design gradually increases between 

these phases. The different stages of the aircraft design process are, 

 Conceptual Design 

 Preliminary Design 

 Detail Design 

 

 

Fig.3. General Overview of Aircraft Design Process. 

  

3.2 Tools And Methods 

A breakdown of the tools and methods used in this thesis work is given in the fig.4 



  ISSN: 2277-9655 

[Guduru et al., 10(5): May, 2021]                                                                        Impact Factor: 5.164 

IC™ Value: 3.00  CODEN: IJESS7 

htytp: // www.ijesrt.com© International Journal of Engineering Sciences & Research Technology 

 [36] 

    
IJESRT is licensed under a Creative Commons Attribution 4.0 International License. 

 

 

 

Fig.4. Tools and Methods used for creation of generic aircraft wing model 
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A. Modelling Of Wing RIB 

 

 

Fig.5. 2D drawing Using CATIA V5R19 Software. 

 

 

Fig.6. 3d model is developed in catia v5r19 software model. 

 

3.2 Solid Meshing 

Using solid geometry, HyperMesh can utilize both standard and advanced procedures to connect, separate or 

split solid models for tetra-meshing or hexa-meshing. Partitioning these models is fast and easy when combined 

with Hypermesh powerful visualization features for solids. This allows users to spend less time preparing 

geometries for solid meshing. The solid-meshing module allows users to quickly generate high quality meshes 

for multiple volumes as shown in Fig.7. 
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Fig7.Modern and Efficient CAE Modeling Environments 

 

4. PREPROCESSING AND SOLVER 
 

4.1 Preprocessing 

Altair® HyperMesh® is a high-performance finite- element pre-processor that provides a highly interactive and 

visual environment to analyze product design performance. With the broadest set of direct interfaces to 

commercial CAD and CAE systems and a rich suite of easy-to-use tools to build and edit CAE models, 

HyperMesh provides a proven, consistent analysis platform for the entire enterprise. 

 

4.2 Best In Class Meshing 

HyperMesh presents users with an advanced suite of easy-to-use tools to build and edit CAE models. For 2D and 

3D model creation, users have access to a variety of mesh generation  capabilities,  as  well  as  Hypermesh‟s  

powerful automeshing module. 
 

4.3 High Fidelity Meshing 

 Surface Meshing 

 Solid map Hexa Mesh 

 Tetra Meshing 

 CFD Meshing 

 SPH Meshing 

 

Surface Meshing: The surface meshing module in HyperMesh contains a robust engine for mesh generation that 

provides users with unparalleled flexibility and functionality. This includes the ability to interactively adjust a 

variety of mesh parameters, optimize a mesh based on a set of user- defined quality criteria, and create a mesh 
using a wide range of advanced techniques. 
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4.4 Automesh 

 

 
Fig.8.Automesh using 20mm element size. Thickness for Rib component: 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.9. Thickness for Rib component 
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Analysis page- Constraints (FIX) and Pressure applied: Go to analysis page it will shown some tools take 

constraints option and fill the three circles of smaller diameter select each node in each circle it will highlited 

as constraints for every circle after that applying pressure in analysis page. 

Fig.10. Analysis page- Constraints (FIX) in all DOF, selected nodes are highlighted. 

 

5. RESULTS AND DISCUSSIONS 
Aerodynamic load is applied to wing rib and solved results are shown below Figs.11 & 21. 

 

5.1 Displacement 

 

 
Fig.11. The value of Displacement is 1.935 mm. Stress: 
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Fig.12. The value of Stress is 2.378*102 Mpa 

 

The value of stress in base model is 2.378*102 is converted into is 237Mpa. After visualizing the static results 

optimization will come I the picture to get innovative shape of wing rib. Optimization techniques are shown 

below, different techniques are explained in brief. 

 

5.2 Re-Design of the Optimized Model and Pre-Processing Methodology 

Basic reference model is changed to the above design after applying the OptiStruct application to that. Design 

changes had been generated in Hypermesh using osssmooth option. 

 

 
Fig.13. New design of optimized result is meshed in hyper mesh. 
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5.3 Results of Base Model Aircraft Rib Wing Displacement: 

 

 
Fig.14. displacement for optimized model is 2.217 mm. Stress: 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.15. Stress for optimized model is 2.355*102 tones. 
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The value of stress in optimized model is 2.355*102 is 238 Mpa. 

 

5.4 Optimization Process 

Optimization is done to the control arm model the steps of optimization technique are mentioned below. 

First step is user profile should change to Optistruct in hypermesh interface. 

 

 

Fig.16. User profile to solve Optistruct. 

 
Fig.17. 0ptimization problem setup in Analysis page. 
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Fig.18.Design area is green colour area and non design area is flanges 

 

5.5 Optimized Model Results 

Optimization is completed and results are taken 6 iterations to complete the thickness and topology optimization. 

 

 
Fig.19. Iterations for free Size optimization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.20. Thickness optimization is given perfect results for the given loads. 
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Topology method using Optistruct is shown in above figure, steps are involved is same like free size 

optimization. Response is given for volume fraction as 0.3% from the total volume and weight compliance as 

a objective which will reduce the weight of the component by giving innovative shape to wing. 

 

 
Fig.21. Present Dummy and trail prototype for Viewing the thickness and optimized model. 

 

6. CONCLUSION 
The present work illustrates how topology, sizing and  shape optimisation tools may be used in the design of 

aircraft components. The technology has been successfully used in an industrial environment with short industrial 

time scales and has on a single application proved to be able to provide efficient stress and stability component 

designs. Initial studies have shown that care should be taken in the  modelling of the load and boundary conditions 

of the components. For aircraft component design it is also important to be aware of the impact of changing 

loading situations. The truss type designs obtained using the topology optimisation is highly specialised designs 

optimised for certain loading situations. Load definitions generally change as the design of an aircraft mature, and 

this could seriously affect the optimality of the structure. It could therefore prove important to carefully select 
applications for topology optimisation and only use the technology on structures with well efined loading 

conditions. The varaiation of pressure is induced in optimized model ompared to base model as per the 

requirement of below yield point stress which is 325 Mpa and as well as the variation of displacement is induced 

in optimized model compared to base model which is lower than the 3 mm as per the requirement. As per the 

given requirement the reduction of weight is 16% decreased compared to reference model. Hence the cost analysis 

also reduces by using the base model and optimized model readings. 
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Abstract 

The academic institutions in Andhra Pradesh have begun to recognize the importance and potential of 
using the World Wide Web. Since the early 1990s, colleges have started designing websites and 
offering services on the internet. The web pages of colleges have many designs and varieties, but it is 
necessary for these websites to follow a certain framework in their design based on their users, which 
increases the need for the evaluation of these websites. In reality the goal behind the evaluation of 
college websites is to guide them toward providing the users with accurate, correct, and authentic 
information. The goal of this study is evaluation of the engineering college websites in Andhra 
Pradesh to assess user’s opinion. A questionnaire survey was conducted among the top 20 

engineering colleges which were identified through the website evaluation checklist. 
 
Keywords: Academic websites, Andhra Pradesh, engineering colleges, website evaluation, web 
credibility, web usability  
 
 
INTRODUCTION 

Web technology is one of the most important and complex inventions of mankind. It is a powerful 
means of communication, dissemination, and retrieval of information. The academic institutions in 
Andhra Pradesh have begun to recognize the importance and potential of using the web as a tool to 
make valuable and up-to-date information available to user community. 

 
Since the early 1990s, colleges have started designing websites and providing services via the 

internet. Today, the amount of information published on the internet, in particular information on the 
World Wide Web is considerably higher than that on other media. College web pages have many 
designs and varieties, but there is a need for a framework in their user-based design, which increases 
the need for evaluation of these websites [1]. Because college websites play an important role in 

providing the required services to users, suitable 
methods for evaluating these sites are of great 
importance. In reality the goal behind the 
evaluation of college websites is to guide them 
toward providing the users with accurate, correct, 
and authentic information. The purpose of this 
study is the evaluation of the engineering college 
websites of Andhra Pradesh on the basis of a 
questionnaire. 
 
Engineering Education in Andhra Pradesh 

Technical education in Andhra Pradesh has seen 
tremendous growth over the past two decades, both 
in the number of students and faculty. The recent 
growth in the Andhra Pradesh technical education 
is overwhelming because educational institutions 
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with private funding came forward to establish technical institutes rather than educational institutions 
with public funding.  

New Andhra Pradesh was formed as a separate state after bifurcation in 2014. According to the All 
India Council for Technical Education [2], there are 344 technical institutes or colleges in Andhra 
Pradesh during the academic year 2014–15. Among them, 10 are public, 331 private and 3 university 
managed colleges. 
 
Objectives  

The main aim of the study is to evaluate the engineering college websites in Andhra Pradesh. The 
objectives of the study are: 
 To examine users opinion on accuracy, currency, accessibility, consistency, usefulness and 

performance of the top 20 engineering college websites. 
 To assess the content organization and navigation features of the websites from the users’ point of 

view. 
 To evaluate the engineering college websites with regard to their user support features as per the 

opinion of the users. 
 
Related Research  

Panneerselvam [3] has studied various features available on Tamil Nadu universities' websites and 
to find information on library services offered by universities. He noted that important services are 
offered by most university websites. Remote access, plagiarism control, subject gateway, RSS feeds 
and social networking activities in the library need to be strengthened. 

 
Jayasundari and Jeyshankar [4] investigated the credibility of IIM websites and its library web 

pages. The home pages of the IIMs website must be logically structured and their library pages 
periodically evaluated according to criteria such as access, contact information, authority, currency, 
ease of navigation, and so on. It is also observed that currency statement like last update details, 
number of visitors, certifications have not been provided in any of the IIMs website. 

 
Khatri and Baheti [5] analyzed the various aspects of the credibility of websites deemed universities 

of Maharashtra. A study shows that all deemed university websites are different in many ways. The 
website and pages of the library must be periodically evaluated against established criteria such as 
website design, accessibility, accommodations, etc. which will help to improve website according to 
the user’s need and credibility and reliability issue. 

 
Kothainayakis [6] tries to identify the credibility factors of academic websites in three districts of 

Tamil Nadu. The research shows that most university websites are regularly updated, with the 
exception of arts and sciences and some other websites. All educational sites are easy to use. 
However, the organization of information varies from domain to another. A lot of attention has been 
paid to the design of websites. 

 
Sife and Msoffe [7] conducted a study to evaluate the quality of the websites of five selected public 

universities in Tanzania. It appears that regularly updating websites is also essential to make them 
effective and to meet the changing needs of users. 

 
Kannappanavar and Biradar [8] studied and analyzed the various aspects of the credibility of the 

websites of the Dental College in Karnataka. The research shows that all websites of dental schools 
differ in many respects. The evaluation of the use of websites of universities in Bangladesh is being 
studied by Islam and Tsuji [9] from usability perspectives. Two online automated tools used along 
with a questionnaire. The study found that users are not satisfied with the overall level of use of these 
sites. Some aspects of design, interface and performance have weaknesses. 
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Haneefa and George [10] conducted a study that would help Indian universities develop strategies 
and policies that would make better use of internet resources for education and research. Most 
doctoral students search the internet with the help of simple keywords. Google is the most popular 
search engine, followed by Yahoo. 
 

Babu et al. [11] analyzed the various aspects of the credibility of university websites in Tamil 
Nadu. They found that universities had their own websites; they lacked standard design and structure. 
Mustafa and Al-Zoua'bi [12] in their study evaluated usability of the academic websites of Jordan’s 

Universities. Two online automated tools, namely: html toolbox and web page analyzer were used 
along with a questionnaire for users of these sites. The results showed that the overall usability level 
of the studied websites is acceptable. 

 
Hirwade [13] evaluated the websites of Indian universities, paying particular attention to the web 

pages of their library. Of the 273 universities, 91 have information about their libraries on their 
websites. Important findings and suggestions were presented and the directory of Indian university 
websites was created as a by-product of the research. 

 
Tillotson [14] tested students’ understanding of the need for website evaluation and their ability to 

articulate criteria for evaluation by using a questionnaire at two Canadian universities, through which 
he revealed that students view web sources somewhat critically and are aware of standard website 
evaluation criteria. 

 
Kapoun [15] has defined five criteria for evaluating websites. Six website evaluation standards 

proposed by Collins [16] have received a lot of attention in this area, such as "content, authority, 
currency, organization, search engine and accessibility". Kirk [17] of Johns Hopkins University made 
few remarkable contributions in developing the standard criteria for evaluating the websites. Kovacs 
et al. [18] emphasized the need to evaluate information on the internet and advised not to believe 
everything that had been found, but to look for the author's background and skills. 

 
Nielsen [19] and Rubin [20] pioneered the testing of websites to determine whether met users’ 

needs. They adapted usability-engineering techniques developed for computer software design and 
applied them to web design. The usability is recognized as an important quality factor of any modern 
website. 
 
METHODOLOGY 

There were 344 engineering colleges spread over the 13 districts of Andhra Pradesh. Out of the 344 
engineering colleges, 277 college websites which were functioning during the study period were taken 
for data collection.  
 

To assess user’s opinion on the engineering college websites in Andhra Pradesh, a questionnaire 
survey was conducted among the top 20 engineering colleges (Appendix) which were identified 
through the website evaluation checklist. A sample of 1800 students and 200 faculty members are 
selected from the total population. A total of 2000 questionnaires were distributed among the students 
and faculty members, out of which 1815 questionnaires were received back and the response rate is 
90.75 percent. The data were collected during the period February 2016 to April 2016 by visiting the 
engineering colleges. The data analysis was carried out with the help of MS-Excel and SPSS. The 
collected data were analyzed and presented in the form of tables and graph. 
 
ANALYSIS AND DISCUSSION 
Demographic Characteristics of the Respondents 

Out of 1815 respondents, 91.2 percent are students and 8.8 percent are faculty members. Majority 
of the respondents under the study consisted of male from both the students and teaching fraternity.  
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Among the 1815 respondents, large number of respondents (24.2 percent) are in the CSE 

Department, it is followed successively by ECE (23.2 percent), EEE (22.3 percent), ME (16.7 
percent), Civil (7.1 percent), IT (5.4 percent), Chemical (1.0 percent). It can be observed that the 
majority of respondents from CSE Department. 
 
Use of the Website  

The importance of general feature i.e., use of the college websites was obtained based on a five 
point scale i.e., very difficult, difficult, no opinion, easy and very easy. The percentage is calculated 
based on the opinion given by respondents and shown in Table 1.  

 
Table 1 reveals that nearly half of the respondents rated use of website as difficult. It also found 

that almost fifty percent of the students (49.9 percent) and faculty members rated use of website as 
difficult and nearly half of faculty members (49.7 percent) also rated use of website as easy. The 
analysis showed that the p-value is less than 0.01. It is concluded that there is significant difference 
between students and faculty members in their opinion with regard to the use of website. 
 
Speed of the Website 

The site of any institute or organization should be constructed in such a way that it should be 
accessed within seconds. If a site is taking more time to appear on the screen, it no longer attracts the 
user. The percentage calculated based on their opinion was shown in Table 2.  

 
Table 2 reveals that more than half of the respondents (55.2 percent) of the college websites opined 

that speed of website is slow. Very less percentage of students (4.4 percent) rated the speed of website 
as high. It is also evident that there is a significant difference between students and faculty members 
in their opinion with regard to speed of website. It is indicated by the Chi-square value, which is 
significant at 0.01 level with 4 degrees of freedom. A similar study done by Shivabasappa [21] on 
library websites of R&D institutes of India which reveals that most of the users have rated their 
websites as very good and excellent for loading speed. 
 
Table 1. Use of the website.  
Use of Website Category Chi-Square Value p-value 

Students Faculty Members Total 
Very Difficult 114 (6.9%) 3 (1.9%) 117 (6.4%) 25.703** 0.000 
Difficult 827 (49.9%) 76 (47.8%) 903 (49.8%) 
No Opinion 45 (2.7%) - 45 (2.5%) 
Easy 578 (34.9%) 79 (49.7%) 657 (36.2%) 
Very Easy 92 (5.6%) 1 (0.6%) 93 (5.1%) 
Total 1656 (91.2%) 159 (8.8%) 1815 (100.0%) 
**significant at 0.01 level. 

 
Table 2. Speed of the website. 
Website Speed Category Chi-Squire value p-value 

Students Faculty Members Total 
Very slow 363 (21.9%) 19 (11.9%) 382 (21.0%) 57.839** 0.000 
Slow 911 (55.0%) 91 (57.2%) 1002 (55.2%) 
No Opinion 95 (5.7%) - 95 (5.2%) 
Quick 208 (12.6%) 49 (30.8%) 257 (14.2%) 
High Speed 79 (4.8%) - 79 (4.4%) 
Total 1656 (91.2%) 159 (8.8%) 1815 (100.0%) 
**significant at 0.01 level. 

 
Browser Compatibility 
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It is very much clear from the study that students as well as faculty members opined that none of 
the college websites was suggested with browser compatibility. Similar results were also reported in 
the research work carried out by Babu et al. [11] which supported the results of the present study. 
Their study reveals that many do not provide information about the browser compatibility. 
Content Organization 

The users were asked various aspects of content organization of websites namely design and 
sequence of pages, language and terminology, adequacy and organization of content, accessibility and 
linking to other websites on five point scale. The responses are shown in diagrammatically in Figure 
1. 

 
Figure 1 reveals that nearly half of the respondents (48.3 percent) did not express any opinion about 

design of individual pages. More than half of the respondents (51.9 percent) rated fair about content 
of the website meeting user expectations. Nearly one-third of them rated it as good. Nearly half of the 
respondents (48.5 percent) did not express any opinion about language and terminology of website.  

 
Nearly half of the respondents (48.9 percent) rated organization of information on their websites as 

fair. Nearly one-fourth of the students rated it as good.The results of the present study substantiated 
results of the study conducted by Kothainayaki [6] which revealed that more than four-fifths of the 
academic websites have simple organization of information and easy retrieval.  

 
Nearly half of the respondents (46.7 percent) rated sequence of the pages as fair. Over a one-fifth of 

them rated it as good. The similar results were also reported in the research work carried out by 
Kothainayaki [6] which revealed that sequencing of information in more than four-fifth of the 
academic websites is simple and easy to understand by the users. More than two-fifth of respondents 
did not express any opinion about access required information in minimum click. More than half of 
the respondents rated links to other related sources as fair. There is significant difference between 
students and faculty members in their opinions with regard to content organization. It may be faculty 
members more aware about website. 
 

 
Figure 1. Content organization. 
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The users were asked various aspects of performance effectiveness of the websites. The percentage 
is calculated based on the opinions given by the users and the same is given in Table 3. 

 
Table 3 reveals that more than two-fifth of respondents (44.9 percent) did not express any opinion 

about less time to download a file or open a page. Nearly one-fifth of them rated it as good. With 
respect to distinguish between visited and nonvisited links, it reveals that 42.4 percent of the users 
rated it as fair. 43.2 percent of students rated it as fair whereas 34 percent of faculty members rated it 
as fair. More than two-fifth of respondents (42.2 percent) rated as fair about information is up-to-date. 
Over a two-fifths of respondents (44.6 percent) rated as fair about website attract user 
attention/interest. A meagre percentage of them rated it as excellent (2.5 percent). 
 

Nearly half of the respondents rated as fair about attractive interface design. More than one-fifth of 
them rated it as good. A good number of students and majority of the faculty members rated the 
attractive interface design of the website as fair. Over a half of the respondents (51.8 percent) rated 
view of website as fair. Nearly one-fourth of the students (24.2 percent) rated it as good whereas 
nearly two-fifths of the faculty members (39.6 percent) rated it as good. Nearly half of the 
respondents (47.2 percent) rated use of multimedia in college websites as fair.  

 
The t-test values show that there is a significant difference between students and faculty members 

in their opinions with regard to performance effectiveness. 
 
Navigation Features 

Consistent navigation makes it easy to use a website. The navigation features of the websites are 
analyzed based on opinions of the respondents. The percentage was calculated and same is given in 
Table 4. 
 
Table 3. Performance effectiveness. 
Description Students (n=1656) Faculty Members (n=159) Total (n=1815) t-

value 
Ex G NO F P Ex G NO F P Ex G NO F P  

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Less time to 
download a file 
or open a page 

40 
(2.4) 

268 
(16.2) 

730 
(44.1) 

338 
(20.4) 

280 
(16.9) 

3 
(1.9) 

35 
(22.0) 

85 
(53.5) 

30 
(18.9) 

6 
(3.8) 

43 
(2.4) 

303 
(16.7) 

815 
(44.9) 

368 
(20.3) 

286 
(15.8) 

3.034* 
(0.019) 

Distinguish 
between visited 
and not visited 
links 

89 
(5.4) 

277 
(16.7) 

167 
(10.1) 

715 
(43.2) 

408 
(24.6) 

18 
(11.3) 

45 
(28.3) 

5 
(3.1) 

54 
(34.0) 

37 
(23.3) 

107 
(5.9) 

322 
(17.7) 

172 
(9.5) 

769 
(42.4) 

445 
(24.5) 

2.902* 
(0.022) 

Information is 
up-to-date 

38 
(2.3) 

402 
(24.3) 

188 
(11.4) 

697 
(42.1) 

331 
(20.0) 

1 
(.6) 

56 
(35.2) 

8 
(5.0) 

73 
(45.9) 

21 
(13.2) 

39 
(2.1) 

458 
(25.2) 

196 
(10.8) 

770 
(42.4) 

352 
(19.4) 

3.055* 
(0.018) 

Website attracts 
user 
attention/interest 

43 
(2.6) 

320 
(19.3) 

150 
(9.1) 

736 
(44.4) 

407 
(24.6) 

3 
(1.9) 

44 
(27.7) 

2 
(1.3) 

74 
(46.5) 

36 
(22.6) 

46 
(2.5) 

364 
(20.1) 

152 
(8.4) 

810 
(44.6) 

443 
(24.4) 

2.799* 
(0.024) 

Site interface 
design  

55 
(3.3) 

346 
(20.9) 

134 
(8.1) 

796 
(48.1) 

325 
(19.6) 

2 
(1.3) 

52 
(32.7) 

2 
(1.3) 

82 
(51.6) 

21 
(13.2) 

57 
(3.1) 

398 
(21.9) 

136 
(7.5) 

878 
(48.4) 

346 
(19.1) 

2.614* 
(0.030) 

View of website 34 
(2.1) 

400 
(24.2) 

97 
(5.9) 

864 
(52.2) 

261 
(15.8) 

2 
(1.3) 

63 
(39.6) 

4 
(2.5) 

76 
(47.8) 

14 
(8.8) 

36 
(2.0) 

463 
(25.5) 

101 
(5.6) 

940 
(51.8) 

275 
(15.2) 

2.233* 
(0.045) 

Multimedia 
usage 

65 
(3.9) 

344 
(20.8) 

165 
(10.0) 

794 
(47.9) 

288 
(17.4) 

9 
(5.7) 

45 
(28.3) 

11 
(6.9) 

63 
(39.6) 

31 
(19.5) 

74 
(4.1) 

389 
(21.4) 

176 
(9.7) 

857 
(47.2) 

319 
(17.6) 

2.576* 
(0.031) 

Note: 1.  Ex: Excellent; G: Good; NO: No Opinion; F: Fair; P: Poor;  
2. Col.2–Col.16: Figures in parentheses indicate percentage; Col 17: Figures in parentheses indicates probability values; 
3. *significant at 5 percent level df=4. 
 
Table 4. Navigation features. 
Features Students (n = 1656) Faculty Members (n = 159) Total (n = 1815) 

Yes NO Yes NO Yes NO 
1 2 3 4 5 6 7 
Navigation is easy through the links or 
menus 

1428 
(86.2) 

228 (13.8) 152 (95.6) 7 (4.4) 1580 
(87.1) 

235 (12.9) 
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Includes a site map 171 (10.3) 1485 
(89.7) 

18 (11.3) 141 (88.7) 189 
(10.4) 

1626 (89.6) 

Includes internal search engine 401 (24.2) 1255 
(75.8) 

43 (27.0) 116 (73.0) 444 
(24.5) 

1371 (75.5) 

Links are meaningful and relevant to the 
subject 

1380 
(83.3) 

276 (16.7) 152 (95.6) 7 (4.4) 1532 
(84.4) 

283 (15.6) 

Note: Col.2–Col.7: Figures in Parentheses indicate percentage. 
Table 5. User support features. 
Features Students 

(n=1656) 
Faculty Members (n 
= 159) 

Total (n = 1815) χ2 value df = 1 
TV = 3.84 

Yes NO Yes NO Yes NO 
1 2 3 4 5 6 7 8 
Feedback/suggestion forum is 
available 

448 
(27.1) 

1208 
(72.9) 

41 (25.8) 118 (74.2) 489 
(26.9) 

1326 
(73.1) 

0.118@ (0.731) 

Frequently Asked Question 
(FAQs) 

90 (5.4) 1566 
(94.6) 

8 (5.0) 151 (95.0) 98 (5.4) 1717 
(94.6) 

0.046@ (0.830) 

Link to social network sites 945 
(57.1) 

711 
(42.9) 

87 (54.7) 72 (45.3) 1032 
(56.9) 

783 
(43.1) 

0.326@ (0.568) 

Login facility 928 
(56.0) 

728 
(44.0) 

84 (52.8) 75 (47.2) 1012 
(55.8) 

803 
(44.2) 

0.605@ (0.437) 

Note: 1. Col.2–Col.7: Figures in parentheses indicate percentage; Col 8: Figures in parentheses indicates probability 
values; 

2. @ Not significant. 
 

Table 4 shows that majority of the respondents replied that navigation features namely navigation is 
easy through the links or menus (87.1 percent) and links are meaningful and relevant to the subject 
(84.4 percent) at their respective websites. Nearly one-fourth of them (24.5 percent) replied that 
websites provided internal search facility and over a one-tenth of them (10.4 percent) replied that site 
map has provided by of the college websites. 
 
User Support Features 

User support is another criteria used to evaluate the home pages of the college websites. The 
respondent’s statement of provision of user support facilities in home pages of college websites has 

been shown in Table 5. 
 

Table 5 shows that more than half of the respondents replied that user support features namely link 
to social network sites (56.9 percent) and login facility (55.8 percent) provided by their respective 
websites. More than one-fourth of them (26.9 percent) responded feedback/suggestion forum provided 
by their respective websites. A meagre percent of them replied that FAQs provided by their college 
websites. A Similar study done by Shivabasappa [21] shows that nearly half of the users have rated 
FAQs feature as good and very good whereas, slightly more than two-fifths of the users have rated 
feedback as good and very good. 
 
Overall Features of Websites 

Some of the essential features of the websites are analyzed using nine important variables. The 
respondents were asked to mark their opinion on a five point scale. The percentage is calculated based 
on the preference given by the respondents. ANOVA test was used to compare the observed results in 
Table 6. 
 
Table 6. Overall features. 
Features Students (n = 1656) Faculty Members (n = 159) Total (n = 1815) 

Ex V G G F P Ex V G G F P Ex V G G F P 
Accessibility 95 

(5.7) 
283 

(17.1) 
861 

(52.0) 
287 

(96.3) 
130 
(7.9) 

22 
(13.8) 

49 
(30.8) 

77 
(48.4) 

11 
(6.9) 

- 117 
(6.4) 

332 
(18.3) 

938 
(51.7) 

298 
(16.4) 

130 
(7.2) 

Accuracy 130 
(7.9) 

372 
(22.5) 

751 
(45.4) 

292 
(17.6) 

111 
(6.7) 

18 
(11.3) 

58 
(36.5) 

69 
(43.4) 

13 
(8.2) 

1 
(0.6) 

148 
(8.2) 

430 
(23.7) 

820 
(45.2) 

305 
(16.8) 

112 
(6.2) 

Authority 163 354 755 288 96 33 50 60 16 - 196 404 815 304 96 
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(9.8) (21.4) (45.6) (17.4) (5.8) (20.8) (31.4) (37.7) (10.1) (10.8) (22.3) (44.9) (16.7) (5.3) 
Consistency 128 

(7.7) 
372 

(22.5) 
784 

(47.3) 
278 

(16.8) 
94 

(5.7) 
18 

(11.3) 
47 

(29.6) 
72 

(45.3) 
20 

(12.6) 
2 

(1.3) 
146 
(8.0) 

419 
(23.1) 

856 
(47.2) 

298 
(16.4) 

96 
(5.3) 

Permanence 121 
(7.3) 

364 
(22.0) 

784 
(47.3) 

299 
(18.1) 

88 
(5.3) 

16 
(10.1) 

52 
(32.7) 

65 
(40.9) 

26 
(16.4) 

- 137 
(7.5) 

416 
(22.9) 

849 
(46.8) 

325 
(17.9) 

88 
(4.8) 

Ease to Use 169 
(10.2) 

494 
(29.8) 

642 
(38.8) 

251 
(15.2) 

100 
(6.0) 

22 
(13.8) 

68 
(42.8) 

60 
(37.7) 

9 
(5.7) 

- 191 
(10.5) 

562 
(31.0) 

702 
(38.7) 

260 
(14.3) 

100 
(5.5) 

Timeliness 121 
(7.3) 

316 
(19.1) 

762 
(46.0) 

324 
(19.6) 

133 
(8.0) 

23 
(14.5) 

44 
(27.7) 

63 
(39.6) 

28 
(17.6) 

1 
(0.6) 

144 
(7.9) 

360 
(19.8) 

825 
(45.5) 

352 
(19.4) 

134 
(7.4) 

Uniqueness 151 
(9.1) 

382 
(23.1) 

695 
(42.0) 

273 
(16.5) 

155 
(9.4) 

25 
(15.7) 

50 
(31.4) 

54 
(34.0) 

27 
(17.0) 

3 
(1.9) 

176 
(9.7) 

432 
(23.8) 

749 
(41.3) 

300 
(16.5) 

158 
(8.7) 

Usefulness 232 
(14.0) 

437 
(26.4) 

642 
(38.8) 

254 
(15.3) 

91 
(5.5) 

30 
(18.9) 

52 
(32.7) 

60 
(37.7) 

15 
(9.4) 

2 
(1.3) 

262 
(14.4) 

489 
(26.9) 

702 
(38.7) 

269 
(14.8) 

93 
(5.1) 

Note : Ex: Excellent; VG: Very Good; G: Good; F: Fair; P: Poor;  
(Figures in parentheses indicate percentage) 
ANOVA 
Source of 
Variation 

SS df MS F P-value F crit 

Between groups 4343478.28 9 482608.70 412.17 0.00** 1.999115 
Within groups 93672.22 80 1170.90    
Total 4437150.50 89     
**significant at 1 percent level. 
 

Table 6 reveals that accessibility is rated as good by more than half of the users (51.7 percent) 
followed by Consistency (47.2 percent) and Permanence (46.8 percent) features. A similar study was 
carried out by Kothainayaki [6] revealed that authority is the feature which is most expected from the 
academic websites. It is followed by accuracy and accessibility features. The least expected is the 
consistency features in academic websites URLs. 

 
The study reveals that nearly four-fifths of the respondents (79.9 percent) rated accuracy of the 

website between good and very good. A similar study was done by Shivabasappa [21], shows 
accuracy on the library websites have been rated as good and very good by nearly three-fourths of the 
users. The study reveals that nearly two-third of the users (61.6 percent) rated authority as good and 
very good. Result of the present study supported the study conducted by Kothainayaki [6], in which 
most of the LIS professionals working in all types of institutions consider the authority feature as 
essential. 

 
Nearly two-fifth of respondents (38.7 percent) rated ‘ease to use’ as good. It also reveals that a 

good number of the users (45.5 percent) rated timeliness of website as good. Over two-fifths of the 
respondents (41.3 percent) opined that uniqueness of their respective websites as good. More than 
two-fifth of the students rated it as good whereas over a one-third of the faculty members rated it as 
good. Nearly two-fifth of the respondents (38.7 percent) opined that usefulness of the website as good 
and over one-fourth of them (26.9 percent) rated it as very good. There is a statistically significant 
difference between students and faculty members in their opinions with regard to overall features of 
website. It is determined by one-way ANOVA. 
 
Suggestions to Enhance the Quality of the Website 
Based on the findings of the study the following suggestions are put forward to enhance the quality of 
the website: 
 A few colleges provided information about date of last updated. Therefore, it should be 

mandatory to update websites regularly. 
 The college website should cover maximum content covering hyperlinks systematically placed on 

the page. At the same time, the page should not be overcrowded with the hyperlinks. To avoid 
overcrowding look, pop up links can be used. 

 It should be easy to navigate. Each internal link should cover the link for college home page. 
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 Search facility provided by 13.72 percent of the colleges and sitemap provided by 13 percent of 
them. A very few colleges (0.72 percent) are provided FAQ’s. Hence, FAQs, sitemap and search 

facility should be added to the website, which will increase its accessibility. 
 Over one-fourth (27.24 percent) of college web sites have separate ‘Library link’ on the home 

page. Therefore, engineering college website should include a separate ‘library’ link. 
 None of the college have separate library home page. Hence, the colleges should include a 

separate library home page. 
 Some standards for designing engineering college websites should be evolved. 
 
CONCLUSION 

College websites contain educational features which aim to provide the information and services to 
its stakeholders in different ways. To achieve these goals, the college website design must go through 
a number of guidelines for the design to ensure that users are more satisfied with the services of these 
sites services. The homepages of the college website should be constructed logically, and periodically 
evaluated using criteria such as access, contact information, authority, currency, content, ease of 
navigation, etc. College webmaster should pay more attention to the college web design and content 
making them more attractive to the user community. It would be useful to carry out a more 
comprehensive study covering more institutions and more diagnosis tools to measure the evaluation 
criteria of the college websites in Andhra Pradesh.  
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APPENDIX 

 
Top 20 Colleges based on Evaluation Criteria 

Code Rank Name of the College/University 
GU 1 GITAM University 

KLU 2 K.L. University 

GEC 3 Gudlavalleru Engineering College 

ACE 4 Audishankara College of Engineering and Technology 

VRSEC 5 Velagapudi Ramakrishna Siddhartha Engineering College 

RVR 6 RVR & JC College of Engineering 

SVE 7 Sri Vasavi Engineering College 

ANIT 8 Anil Neerukonda Institute of Technology & Science 

PBRV 9 Parvatha Reddy Babul Reddy Visvodaya Institute of Technology and 
Science 

SITE 10 Sasi Institute of Technology & Engineering 

MITS 11 Madanapalle Institute of Technology and Science 

SVUE 12 Sri Venkateswara University College of Engineering 

GPEC 13 G. Pulla Reddy Engineering College  

RMCE 14 Rajeev Gandhi Memorial College of Engineering and Technology 

AIT 15 Audisankara Institute of Technology 

VU 16 Vignan University 

ANUE 17 Aharya Nagarjuna University College of Engineering 

DCT 18 Devineni Venkata Ramana & Dr. Himasekhar MIC College of 
Technology 

SVEW 19 Shri Vishnu Engineering College for Women 

AUEW 20 Andhra University College of Engineering for Women 
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Abstract

In this paper, we introduce generalized rational type Z-contraction maps for a single map f : X ×X → X where X
is a b-metric space and prove the existence and uniqueness of coupled fixed points. We extend it to a pair of maps by
defining generalized rational type Z-contraction pair of maps and prove the existence of common coupled fixed points
in complete b-metric spaces. We provide examples in support of our results.

Keywords: coupled fixed points, b-metric space, generalized rational type Z-contraction maps.
2020 MSC: 47H10, 54H25.

1 Introduction

Banach contraction principle plays an important role in solving nonlinear functional analysis. In the direction
of generalization of contraction condition, Dass and Gupta [13] initiated a contraction condition involving rational
expression and established the existence of fixed points in complete metric spaces.

In the direction of generalization of metric spaces, Bourbaki [10] and Bakhtin [5] initiated the idea of b-metric spaces.
The concept of b-metric space or metric type space was introduced by Czerwik [11] as a generalization of metric space.
Afterwards, many authors studied the existence of fixed points for a single-valued and multi-valued mappings in
b-metric spaces under certain contraction conditions. For more details, we refer [2, 3, 8, 9, 12, 14, 16, 18, 23, 24].

In 2006, Bhaskar and Lakshmikantham [6] introduced the notion of coupled fixed point and established the existence
of coupled fixed points for mixed monotone mappings in ordered metric spaces. Later, Lakshmikantham and Ćirić [19]
introduced the notion of coupled coincidence points of mappings in two variables. Afterwards, many authors studied
coupled fixed point theorems, we refer [20, 22, 25, 26].
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2 Preliminaries

Definition 2.1. [11] Let X be a non-empty set. A function d : X × X → [0,∞) is said to be a b-metric if the
following conditions are satisfied: for any x, y, z ∈ X

(i) 0 ≤ d(x, y) and d(x, y) = 0 if and only if x = y,

(ii) d(x, y) = d(y, x),

(iii) there exists s ≥ 1 such that d(x, z) ≤ s[d(x, y) + d(y, z)].

In this case, the pair (X, d) is called a b-metric space with coefficient s.

Every metric space is a b-metric space with s = 1. In general, every b-metric space is not a metric space.

Definition 2.2. [9] Let (X, d) be a b-metric space.

(i) A sequence {xn} in X is called b-convergent if there exists x ∈ X such that d(xn, x) → 0
as n→ ∞. In this case, we write lim

n→∞
xn = x.

(ii) A sequence {xn} in X is called b-Cauchy if d(xn, xm) → 0 as n,m→ ∞.

(iii) A b-metric space (X, d) is said to be a complete b-metric space if every b-Cauchy sequence in X
is b-convergent in X.

(iv) A set B ⊂ X is said to be b-closed if for any sequence {xn} in B such that {xn} is
b-convergent to z ∈ X then z ∈ B.

In general, a b-metric is not necessarily continuous.

In this paper, we denote R+ = [0,∞) and N is the set of all natural numbers.

Example 2.3. [15] Let X = N ∪ {∞}. We define a mapping d : X ×X → R+ as follows:

d(m,n) =


0 if m = n,

| 1m − 1
n | if one of m,n is even and the other is even or ∞,

5 if one of m,n is odd and the other is odd or ∞,
2 otherwise.

Then (X, d) is a b-metric space with coefficient s = 5
2 .

Definition 2.4. [9] Let (X, dX) and (Y, dY ) be two b-metric spaces. A function f : X → Y is a
b-continuous at a point x ∈ X, if it is b-sequentially continuous at x. i.e., whenever {xn} is b-convergent to x we have
fxn is b-convergent to fx.

Definition 2.5. [6] Let X be a nonempty set and f : X × X → X be a mapping. Then we say that an element
(x, y) ∈ X ×X is a coupled fixed point, if f(x, y) = x and f(y, x) = y.

Definition 2.6. [19] Let X be a nonempty set. Let F : X ×X → X and g : X → X be two mappings. An element
(x, y) ∈ X ×X ia called

(i) a coupled coincidence point of the mappings F and g if F (x, y) = gx and F (y, x) = gy;

(ii) a common coupled fixed point of mappings F and g if F (x, y) = gx = x and F (y, x) = gy = y.

The following lemma is useful in proving our main results.

Lemma 2.7. [1] Let (X, d) be a b-metric space with coefficient s ≥ 1. Suppose that {xn} and {yn} are b-convergent
to x and y respectively. Then we have

1
s2 d(x, y) ≤ lim inf

n→∞
d(xn, yn) ≤ lim sup

n→∞
d(xn, yn) ≤ s2d(x, y).

In particular, if x = y, then we have lim
n→∞

d(xn, yn) = 0. Moreover for each z ∈ X we have

1
sd(x, z) ≤ lim inf

n→∞
d(xn, z) ≤ lim sup

n→∞
d(xn, z) ≤ sd(x, z).

In 2015, Khojasteh, Shukla and Radenović [17] introduced simulation function and defined Z-contraction with respect
to a simulation function.
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Definition 2.8. [17] A simulation function is a mapping ζ : R+×R+ → (−∞,∞) satisfying the following conditions:

(ζ1) ζ(0, 0) = 0;
(ζ2) ζ(t, s) < s− t for all s, t > 0;
(ζ3) if {tn}, {sn} are sequences in (0,∞) such that lim

n→∞
tn = lim

n→∞
sn = l ∈ (0,∞) then

lim sup
n→∞

ζ(tn, sn) < 0.

Remark 2.9. [4] Let ζ be a simulation function. If {tn}, {sn} are sequences in (0,∞) such that
lim
n→∞

tn = lim
n→∞

sn = l ∈ (0,∞) then lim sup
n→∞

ζ(ktn, sn) < 0 for any k > 1.

The following are examples of simulation functions.

Example 2.10. [4] Let ζ : R+ × R+ → (−∞,∞) be defined by

(i) ζ(t, s) = λs− t for all t, s ∈ R+, where λ ∈ [0, 1);
(ii) ζ(t, s) = s

1+s − t for all s, t ∈ R+;

(iii) ζ(t, s) = s− kt for all t, s ∈ R+, where k > 1;
(iv) ζ(t, s) = 1

1+s − (1 + t) for all s, t ∈ R+;

(v) ζ(t, s) = 1
k+s − t for all s, t ∈ R+ where k > 1.

Definition 2.11. [17] Let (X, d) be a metric space and f : X → X be a selfmap of X. We say that f is a
Z-contraction with respect to ζ if there exists a simulation function ζ such that

ζ(d(fx, fy), d(x, y)) ≥ 0 for all x, y ∈ X.

Theorem 2.12. [17] Let (X, d) be a complete metric space and f : X → X be a Z-contraction with respect to a certain
simulation function ζ. Then for every x0 ∈ X, the Picard sequence {fnx0} converges in X and lim

n→∞
fnx0 = u(say) in

X and u is the unique fixed point of f in X.

Recently, Olgun, Bicer and Alyildiz [21] proved the following result in complete metric spaces.

Theorem 2.13. [21] Let (X, d) be a complete metric space and f : X → X be a selfmap on X. If there exists a
simulation function ζ such that

ζ(d(fx, fy),M(x, y)) ≥ 0

for all x, y ∈ X, where M(x, y) = max{d(x, y), d(x, fx), d(y, fy), d(x,fy)+d(y,fx)
2 },then for every x0 ∈ X, the Picard

sequence {fnx0} converges in X and lim
n→∞

fnx0 = u(say) in X and u is the unique fixed point of f in X.

In 2018, Babu, Dula and Kumar [4] extended Theorem 1.13 [21] to pair of selfmaps in the setting of b-metric spaces
as follows.

Theorem 2.14. [4] Let (X, d) be a complete b-metric space with coefficient s ≥ 1 and f, g : X → X be a selfmaps
on X. If there exists a simulation function ζ such that

ζ(s4d(fx, gy),M(x, y)) ≥ 0

for all x, y ∈ X, where M(x, y) = max{d(x, y), d(x, fx), d(y, gy), d(x,gy)+d(y,fx)
2s }, then f and g have a unique common

fixed point in X, provided either f or g is b-continuous.

Recently, Bindu and Malhotra [7] proved the existence of common coupled fixed points as follows:

Theorem 2.15. Let (X, d) be a complete b-metric space with parameter s ≥ 1 and let the mappings S, T : X×X → X
satisfy

d(S(x, y), T (u, v)) ≤ α1
d(x,u)+d(y,v)

2 + α2
d(x,S(x,y))d(u,T (u,v))

1+d(x,u)+d(y,v)+d(u,S(x,y)) + α3
d(u,S(x,y))d(x,T (u,v))

1+d(x,u)+d(y,v)+d(u,S(x,y))

+ α4
d(S(x,y),T (u,v))d(x,u)

1+d(x,u)+d(y,v)+d(u,S(x,y)) + α5
d(S(x,y),T (u,v))d(y,v)

1+d(x,u)+d(y,v)+d(u,S(x,y))

+ α6
d(u,T (u,v))d(y,v)

1+d(x,u)+d(y,v)+d(u,S(x,y)) + α7
d(u,S(x,y))d(x,u)

1+d(x,u)+d(y,v)+d(u,S(x,y))

+ α8
d(u,S(x,y))d(y,v)

1+d(x,u)+d(y,v)+d(u,S(x,y)) + α9 max d(u, S(x, y)), d(S(x, y), T (u, v))

for all x, y, u, v ∈ X and αi ≥ 0, i = 1, 2, . . . , 9 with sα1 + α2 + α4 + α5 + α6 + sα9 < 1 and
α1 + α3 + α4 + α5 + α7 + α8 + α9 < 1. Then S and T have a unique common coupled fixed point in X.
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Motivated by the works of Bindu and Malhotra [7], in Section 3, we introduce generalized rational type Z-contraction
maps for a single map f : X ×X → X where X is a b-metric space and we extend it to a pair of maps. In Section 4,
we prove the existence and uniqueness of coupled fixed points and common coupled fixed points in complete b-metric
spaces. Examples are provided in support of our results in Section 5.

3 Generalized rational type Z-contraction maps

The following we introduce generalized rational type Z-contraction maps for a single and a pair of maps in
b-metric spaces as follows:

Definition 3.1. Let (X, d) be a b-metric space with coefficient s ≥ 1 and f : X ×X → X be a map. We say that f
is a generalized rational type Z-contraction map, if there exists a simulation function ζ such that

ζ(s3d(f(x, y), f(u, v)),M(x, y, u, v)) ≥ 0 for all x, y, u, v ∈ X, (3.1)

where
M(x, y, u, v) = max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), f(u, v))}}.

Remark 3.2. It is clear that from definition of simulation function that ζ(a, b) < 0, for all
a ≥ b > 0. Therefore if f satisfies (3.1), then

s3d(f(x, y), f(u, v)) < M(x, y, u, v), for all x, y, u, v ∈ X.

Example 3.3. Let X = [0, 1] and let d : X ×X → R+ defined by

d(x, y) =

{
0 if x = y

(x+ y)2 if x ̸= y.

Then clearly (X, d) is a b-metric space with coefficient s = 2. We define f : X ×X → X by f(x, y) = log(1+x2+y2)
16 for

all x ∈ [0, 1] and

ζ : R+ × R+ → (−∞,∞) by ζ(t, s) =
1

2
s− t, t ≥ 0, s ≥ 0.

We have s3d(f(x, y), f(u, v)) = 8[ log(1+x2+y2)
16 + log(1+u2+v2)

16 ]2

≤ 1
8 [(x+ u)2 + (y + v)2]

= 1
2 (

d(x,u)+d(y,v)
2s )

≤ 1
2 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), f(u, v))}}).
Therefore f is a generalized rational type Z-contraction map.

Definition 3.4. Let (X, d) be a b-metric space with coefficient s ≥ 1 and f, g : X ×X → X be two maps. We say
that the pair (f, g) is a generalized rational type Z-contraction maps, if there exists a simulation function ζ such that

ζ(s3d(f(x, y), g(u, v)),M(x, y, u, v)) ≥ 0, for all x, y, u, v ∈ X, (3.2)

where
M(x, y, u, v) = max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}}.
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Remark 3.5. It is clear that from definition of simulation function that ζ(a, b) < 0, for all
a ≥ b > 0. Therefore if f satisfies (3.2), then

s3d(f(x, y), g(u, v)) < M(x, y, u, v), for all x, y, u, v ∈ X.

Example 3.6. Let X = [0, 1] and let d : X ×X → R+ defined by

d(x, y) =

{
0 if x = y

(x+ y)2 if x ̸= y.
Then clearly (X, d) is a b-metric space with coefficient s = 2. We define f, g : X ×X → X by

f(x, y) =

{
log(1+x+y)

16 if x, y ∈ [0, 12 )
1
32 if x, y ∈ [ 12 , 1]

and g(x, y) =

{
xey

8 if x, y ∈ [0, 12 )
log(x+ y) if x, y ∈ [ 12 , 1].

ζ : R+ × R+ → (−∞,∞) by ζ(t, s) = 99
100s− t, t ≥ 0, s ≥ 0.

Case (i). x, y, u, v ∈ [0, 12 ).

s3d(f(x, y), g(u, v)) = 8[ log(1+x+y)
16 + uev

8 ]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}}).
Case (ii). x, y, u, v ∈ [ 12 , 1].
s3d(f(x, y), g(u, v)) = 8[ 1

32 + log(u+ v)]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}})
Case (iii). x, y ∈ [ 12 , 1], u, v ∈ [0, 12 ).

s3d(f(x, y), g(u, v)) = 8[ 1
16 + uev

4 ]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}})
Case (iv). x, y ∈ [0, 12 ), u, v ∈ [ 12 , 1].

s3d(f(x, y), g(u, v)) = 8[ log(1+x+y)
8 + log(x+ y)]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}}).
Therefore the pair (f, g) is a generalized rational type Z-contraction maps.

4 Main results

Theorem 4.1. Let (X, d) be a complete b-metric space with coefficient s ≥ 1 and f : X ×X → X be a rational type
Z-contraction map. Then f has a unique coupled fixed point in X.
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Proof . Let x0 and y0 be arbitrary points in X. We define xi+1 = f(xi, yi) and yi+1 = f(yi, xi) for i = 0, 1, 2, . . ..
We consider

ζ(s3d(xn+1, xn+2),M(xn, yn, xn+1, yn+1)) = ζ(s3d(f(xn, yn), f(xn+1, yn+1)),
M(xn, yn, xn+1, yn+1)) ≥ 0,

(4.1)

where
M(xn, yn, xn+1, yn+1) = max{d(xn,xn+1)+d(yn,yn+1)

2s , d(xn,f(xn,yn))d(xn+1,f(xn+1,yn+1))
1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,f(xn,yn))

,
d(xn+1,f(xn,yn))d(xn,f(xn+1,yn+1))

1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,f(xn,yn))
, d(f(xn,yn),f(xn+1,yn+1))d(xn,xn+1)
1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,f(xn,yn))

,
d(f(xn,yn),f(xn+1,yn+1))d(yn,yn+1)

1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,f(xn,yn))
, d(xn+1,f(xn+1,yn+1))d(yn,yn+1)
1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,f(xn,yn))

,
d(xn+1,f(xn,yn))d(xn,xn+1)

1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,f(xn,yn))
, d(xn+1,f(xn,yn))d(yn,yn+1)
1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,f(xn,yn))

,

max{d(xn+1, f(xn, yn)), d(f(xn, yn), f(xn+1, yn+1))}}
= max{d(xn,xn+1)+d(yn,yn+1)

2s , d(xn,xn+1)d(xn+1,xn+2)
1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,xn+1)

,
d(xn+1,xn+1)d(xn,xn+2)

1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,xn+1)
, d(xn+1,xn+2)d(xn,xn+1)
1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,xn+1)

,
d(xn+1,xn+2)d(yn,yn+1)

1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,xn+1)
, d(xn+1,xn+2)d(yn,yn+1)
1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,xn+1)

,
d(xn+1,xn+1)d(xn,xn+1)

1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,xn+1)
, d(xn+1,xn+1)d(yn,yn+1)
1+d(xn,xn+1)+d(yn,yn+1)+d(xn+1,xn+1)

,

max{d(xn+1, xn+1), d(xn+1, xn+2)}}
≤ max{d(xn,xn+1)+d(yn,yn+1)

2s , d(xn+1, xn+2)}.
If M(xn, yn, xn+1, yn+1) = d(xn+1, xn+2) then from (4.1), we have
0 ≤ ζ(s3d(xn+1, xn+2),M(xn, yn, xn+1, yn+1)) = ζ(s3d(xn+1, xn+2), d(xn+1, xn+2))

< d(xn+1, xn+2)− s3d(xn+1, xn+2),
which is a contradiction. Therefore

d(xn+1, xn+2) ≤
d(xn, xn+1) + d(yn, yn+1)

2s
(4.2)

for all n = 0, 1, 2, . . .. Similarly, we can prove that

d(yn+1, yn+2) ≤
d(yn, yn+1) + d(xn, xn+1)

2s
(4.3)

for all n = 0, 1, 2, . . .. Adding the inequalities (4.2) and (4.3), we have

d(xn+1, xn+2) + d(yn+1, yn+2) ≤ h[d(xn, xn+1) + d(yn, yn+1)],

where h = 1
2s < 1. Also, it is easy to see that

d(xn, xn+1) + d(yn, yn+1) ≤ h[d(xn−1, xn) + d(yn−1, yn)].

Therefore
d(xn+1, xn+2) + d(yn+1, yn+2) ≤ h2[d(xn−1, xn) + d(yn−1, yn)].

Continuing in the same way, we get that

d(xn+1, xn+2) + d(yn+1, yn+2) ≤ hn[d(x0, x1) + d(y0, y1)].

For m > n,m, n ∈ N, we have
d(xn, xm) + d(yn, ym) ≤ s[d(xn, xn+1) + d(xn+1, xm)] + s[d(yn, yn+1) + d(yn+1, ym)]

≤ s[d(xn, xn+1) + d(yn, yn+1)] + s2[d(xn+1, xn+2) + d(xn+2, xm)]
+ s2[d(yn+1, yn+2) + d(yn+2, ym)]

= s[d(xn, xn+1) + d(yn, yn+1)] + s2[d(xn+1, xn+2) + d(yn+1, yn+2)]
+ s2[d(xn+2, xm) + d(yn+2, ym)] . . .+ sm−n[d(xm−1, xm) + d(ym−1, ym)]

≤ [shn + s2hn+1 + . . .+ sm−nhm−1][d(x0, x1) + d(y0, y1)]
≤ shn[1 + sh+ (sh)2 . . .+ (sh)m−1 + . . .][d(x0, x1) + d(y0, y1)]
= shn( 1

1−sh )[d(x0, x1) + d(y0, y1)] → 0 as n→ ∞.

Therefore {xn} and {yn} are b-Cauchy sequences in X. Since X is b-complete, there exist x, y ∈ X such that
xn → x and yn → y as n → ∞. We now prove that x = f(x, y) and y = f(y, x). On the contrary suppose that
x ̸= f(x, y) and y ̸= f(y, x). We now consider

ζ(s3d(f(x, y), xn+1),M(x, y, xn, yn)) = ζ(s3d(f(x, y), f(xn, yn)),M(x, y, xn, yn)) ≥ 0, (4.4)
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where M(x, y, xn, yn) = max{d(x,xn)+d(y,yn)
2s , d(x,f(x,y))d(xn,f(xn,yn))

1+d(x,xn)+d(y,yn)+d(xn,f(x,y))
,

d(xn,f(x,y))d(x,f(xn,yn))
1+d(x,xn)+d(y,yn)+d(xn,f(x,y))

, d(f(x,y),f(xn,yn))d(x,xn)
1+d(x,xn)+d(y,yn)+d(xn,f(x,y))

,
d(f(x,y),f(xn,yn))d(y,yn)

1+d(x,xn)+d(y,yn)+d(xn,f(x,y))
, d(xn,f(xn,yn))d(y,yn)
1+d(x,xn)+d(y,yn)+d(xn,f(x,y))

,
d(xn,f(x,y))d(x,xn)

1+d(x,xn)+d(y,yn)+d(xn,f(x,y))
, d(xn,f(x,y))d(y,yn)
1+d(x,xn)+d(y,yn)+d(xn,f(x,y))

,

max{d(xn, f(x, y)), d(f(x, y), f(xn, yn))}}
= max{d(x,xn)+d(y,yn)

2s , d(x,f(x,y))d(xn,xn+1)
1+d(x,xn)+d(y,yn)+d(xn,f(x,y))

,
d(xn,f(x,y))d(x,xn+1)

1+d(x,xn)+d(y,yn)+d(xn,f(x,y))
, d(f(x,y),xn+1)d(x,xn)
1+d(x,xn)+d(y,yn)+d(xn,f(x,y))

,
d(f(x,y),xn+1)d(y,yn)

1+d(x,xn)+d(y,yn)+d(xn,f(x,y))
, d(xn,xn+1)d(y,yn)
1+d(x,xn)+d(y,yn)+d(xn,f(x,y))

,
d(xn,f(x,y))d(x,xn)

1+d(x,xn)+d(y,yn)+d(xn,f(x,y))
, d(xn,f(x,y))d(y,yn)
1+d(x,xn)+d(y,yn)+d(xn,f(x,y))

,

max{d(xn, f(x, y)), d(f(x, y), xn+1)}}.
On taking limit superior as n→ ∞ in M(x, y, xn, yn), we have

lim sup
n→∞

M(x, y, xn, yn) ≤ sd(x, f(x, y)).

On letting limit superior as n→ ∞ in (4.4) and using the Lemma 2.7, we have
0 ≤ lim sup

n→∞
ζ(s3d(f(x, y), xn+1),M(x, y, xn, yn))

= lim sup
n→∞

M(x, y, xn, yn)− lim inf
n→∞

s3d(f(x, y), xn+1)

≤ d(x, f(x, y))− s3 d(x,f(x,y))
s ,

a contradiction. Therefore x = f(x, y). Similarly we can prove that y = f(y, x). Therefore (x, y) is a coupled fixed
point of f . Let (x′, y′) ∈ X ×X be another coupled fixed point of f with (x′, y′) ̸= (x, y). We consider

ζ(s3d(x, x′),M(x, y, x′, y′)) = ζ(s3d(f(x, y), f(x′, y′)),M(x, y, x′, y′)) ≥ 0,

where
M(x, y, x′, y′) = max{d(x,x′)+d(y,y′)

2s , d(x,f(x,y))d(x′,f(x′,y′))
1+d(x,x′)+d(y,y′)+d(x′,f(x,y)) ,

d(x′,f(x,y))d(x,f(x′,y′))
1+d(x,x′)+d(y,y′)+d(x′,f(x,y)) ,

d(f(x,y),f(x′,y′))d(x,x′)
1+d(x,x′)+d(y,y′)+d(x′,f(x,y)) ,

d(f(x,y),f(x′,y′))d(y,y′)
1+d(x,x′)+d(y,y′)+d(x′,f(x,y)) ,

d(x′,f(x′,y′))d(y,y′)
1+d(x,x′)+d(y,y′)+d(x′,f(x,y)) ,

d(x′,f(x,y))d(x,x′)
1+d(x,x′)+d(y,y′)+d(x′,f(x,y)) ,

d(x′,f(x,y))d(y,y′)
1+d(x,x′)+d(y,y′)+d(x′,f(x,y)) ,max{d(x′, f(x, y)), d(f(x, y), f(x′, y′))}}
≤ max{d(x,x′)+d(y,y′)

2s , d(x, x′)}.
If M(x, y, x′, y′) = d(x, x′) then we have

ζ(s3d(x, x′),M(x, y, x′, y′)) = d(x, x′)− s3d(x, x′) ≥ 0,

which is a contradiction. Therefore

d(x, x′) ≤ d(x, x′) + d(y, y′)

2s
. (4.5)

Similarly, we can prove that

d(y, y′) ≤ d(x, x′) + d(y, y′)

2s
.. (4.6)

Adding the inequalities (4.5) and (4.6), we get that

d(x, x′) + d(y, y′) ≤ d(x, x′) + d(y, y′)

2s
< d(x, x′) + d(y, y′)

it is a contradiction. Therefore (x, y) = (x′, y′) is the unique coupled fixed point of f in X. □

Proposition 4.2. Let (X, d) be a b-metric space with coefficient s ≥ 1 and f, g : X ×X → X be two maps. Assume
that the pair (f, g) is generalized rational type Z-contraction maps. Then (u, v) is a coupled fixed point of f if and
only if (u, v) is a coupled fixed point of g. Moreover, (u, v) is unique in this case.

Proof . Let (u, v) be a coupled fixed point of f . Then u = f(u, v) and v = f(v, u). Suppose that u ̸= g(u, v). We
now consider

ζ(s3d(u, g(u, v)),M(u, v, u, v)) = ζ(s3d(f(u, v), g(u, v)),M(u, v, u, v)) ≥ 0, (4.7)
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where
M(u, v, u, v) = max{d(u,u)+d(v,v)

2s , d(u,f(u,v))d(u,g(u,v))
1+d(u,u)+d(v,v)+d(u,f(u,u)) ,

d(u,f(u,v))d(u,g(u,v))
1+d(u,u)+d(v,v)+d(u,f(u,u)) ,

d(f(u,v),g(u,v))d(u,u)
1+d(u,u)+d(v,v)+d(u,f(u,u)) ,

d(f(u,v),g(u,v))d(v,v)
1+d(u,u)+d(v,v)+d(u,f(u,u)) ,

d(u,g(u,v))d(v,v)
1+d(u,u)+d(v,v)+d(u,f(u,u)) ,

d(u,f(u,v))d(u,u)
1+d(u,u)+d(v,v)+d(u,f(u,u)) ,

d(u,f(u,v))d(v,v)
1+d(u,u)+d(v,v)+d(u,f(u,u)) ,

max{d(u, f(u, v)), d(f(u, v), g(u, v))}} = d(u, g(u, v)).

From the inequality (4.7), we have

0 ≤ ζ(s3d(u, g(u, v)),M(u, v, u, v)) = d(u, g(u, v))− s3d(u, g(u, v)),

which is a contradiction. Therefore u = g(u, v). Similarly, we can prove that v = g(v, u). Hence, (u, v) is a coupled
fixed point of g.

In the similar lines as above, it is easy to see that (u, v) is a coupled fixed point of f whenever (u, v) is a coupled
fixed point of g. Let (u, v), (u′, v′) ∈ X ×X be two coupled fixed points of f and g with (u.v) ̸= (u′, v′). We consider

ζ(s3d(u, u′),M(u, v, u′, v′)) = ζ(s3d(f(u, v), g(u′, v′)),M(u, v, u′, v′)) ≥ 0,

where
M(u, v, u′, v′) = max{d(u,u′)+d(v,v′)

2s , d(u,f(u,v))d(u′,g(u′,v′))
1+d(u,u′)+d(v,v′)+d(u′,f(u,v)) ,

d(u′,f(u,v))d(x,g(u′,v′))
1+d(u,u′)+d(v,v′)+d(u′,f(u,v)) ,

d(f(u,v),g(u′,v′))d(u,u′)
1+d(u,u′)+d(v,v′)+d(u′,f(u,v)) ,

d(f(u,v),g(u′,v′))d(v,v′)
1+d(u,u′)+d(v,v′)+d(u′,f(u,v)) ,

d(u′,g(u′,v′))d(v,v′)
1+d(u,u′)+d(v,v′)+d(u′,f(u,v)) ,

d(u′,f(u,v))d(u,u′)
1+d(u,u′)+d(v,v′)+d(u′,f(u,v)) ,

d(u′,f(u,v))d(v,v′)
1+d(u,u′)+d(v,v′)+d(u′,f(u,v)) ,max{d(u′, f(u, v)), d(f(u, v), g(u′, v′))}}
≤ max{d(u,u′)+d(v,v′)

2s , d(u, u′)}.
If M(u, v, u′, v′) = d(u, u′) then we have

ζ(s3d(u, u′),M(u, v, u′, v′)) = d(u, u′)− s3d(u, u′) ≥ 0,

which is a contradiction. Therefore

d(u, u′) ≤ d(u, u′) + d(v, v′)

2s
. (4.8)

Similarly, we can prove that

d(v, v′) ≤ d(u, u′) + d(v, v′)

2s
.. (4.9)

Adding the inequalities (4.8) and (4.9), we get that

d(u, u′) + d(v, v′) ≤ d(u, u′) + d(v, v′)

2s
< d(u, u′) + d(v, v′),

it is a contradiction.
Therefore (u, v) = (u′, v′) is the unique coupled fixed point of f and g in X. □

Theorem 4.3. Let (X, d) be a complete b-metric space with coefficient s ≥ 1 and the pair (f, g) be a generalized
rational type Z-contraction maps. Then f and g have a unique coupled fixed point in X.

Proof . Let x0 and y0 be arbitrary points in X. We define x2i+1 = f(x2i, y2i), y2i+1 = f(y2i, x2i) and x2i+2 =
g(x2i+1, y2i+1),y2i+2 = g(y2i+1, x2i+1) for i = 0, 1, 2, . . .. We consider

ζ(s3d(x2n+1, x2n+2),M(x2n, y2n, x2n+1, y2n+1)) = ζ(s3d(f(x2n, y2n), g(x2n+1, y2n+1)),
M(x2n, y2n, x2n+1, y2n+1)) ≥ 0,

(4.10)

where
M(x2n, y2n, x2n+1, y2n+1) = max{d(x2n,x2n+1)+d(y2n,y2n+1)

2s ,
d(x2n,f(x2n,y2n))d(x2n+1,g(x2n+1,y2n+1))

1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,f(x2n,y2n))
,

d(x2n+1,f(x2n,y2n))d(x2n,g(x2n+1,y2n+1))
1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,f(x2n,y2n))

,
d(f(x2n,y2n),g(x2n+1,y2n+1))d(x2n,x2n+1)

1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,f(x2n,y2n))
,

d(f(x2n,y2n),g(x2n+1,y2n+1))d(y2n,y2n+1)
1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,f(x2n,y2n))

,
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d(x2n+1,g(x2n+1,y2n+1))d(y2n,y2n+1)
1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,f(x2n,y2n))

,
d(x2n+1,f(x2n,y2n))d(x2n,x2n+1)

1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,f(x2n,y2n))
,

d(x2n+1,f(x2n,y2n))d(y2n,y2n+1)
1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,f(x2n,y2n))

,

max{d(x2n+1, f(x2n, y2n)), d(f(x2n, y2n), g(x2n+1, y2n+1))}}
= max{d(x2n,x2n+1)+d(y2n,y2n+1)

2s ,
d(x2n,x2n+1)d(x2n+1,x2n+2)+d(x2n+1,x2n+1)
1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,x2n+1)

,
d(x2n+1,x2n+1)d(x2n,x2n+2)

1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,x2n+1)
,

d(x2n+1,x2n+2)d(x2n,x2n+1)
1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,x2n+1)

,
d(x2n+1,x2n+2)d(y2n,y2n+1)

1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,x2n+1)
,

d(x2n+1,x2n+2)d(y2n,y2n+1)
1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,x2n+1)

,
d(x2n+1,x2n+1)d(x2n,x2n+1)

1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,x2n+1)
,

d(x2n+1,x2n+1)d(y2n,y2n+1)
1+d(x2n,x2n+1)+d(y2n,y2n+1)+d(x2n+1,x2n+1)

,

max{d(x2n+1, x2n+1), d(x2n+1, x2n+2)}}
≤ max{d(x2n,x2n+1)+d(y2n,y2n+1)

2s , d(x2n+1, x2n+2)}.
If M(x2n, y2n, x2n+1, y2n+1) = d(x2n+1, x2n+2) then from (4.10), we have
0 ≤ ζ(s3d(x2n+1, x2n+2),M(x2n, y2n, x2n+1, y2n+1)) = ζ(s3d(x2n+1, x2n+2), d(x2n+1, x2n+2))

< d(x2n+1, x2n+2)− s3d(x2n+1, x2n+2),
which is a contradiction. Therefore

d(x2n+1, x2n+2) ≤
d(x2n, x2n+1) + d(y2n, y2n+1)

2s
(4.11)

for all n = 0, 1, 2, . . ..

Similarly, we can prove that

d(y2n+1, y2n+2) ≤
d(y2n, y2n+1) + d(x2n, x2n+1)

2s
(4.12)

for all n = 0, 1, 2, . . .. Adding the inequalities (4.11) and (4.12), we have

d(x2n+1, x2n+2) + d(y2n+1, y2n+2) ≤ h[d(x2n, x2n+1) + d(y2n, y2n+1)],

where h = 1
2s < 1. Also, it is easy to see that

d(x2n+2, x2n+3) + d(y2n+2, y2n+3) ≤ h[d(x2n+1, x2n+2) + d(y2n+1, y2n+2)].

Therefore
d(xn, xn+1) + d(yn, yn+1) ≤ h[d(xn−1, xn) + d(yn−1, yn)],

for all n = 1, 2, 3, . . .. Continuing in the same way, we get that

d(xn, xn+1) + d(yn, yn+1) ≤ hn[d(x0, x1) + d(y0, y1)].

For m > n,m, n ∈ N, we have
d(xn, xm) + d(yn, ym) ≤ s[d(xn, xn+1) + d(xn+1, xm)] + s[d(yn, yn+1) + d(yn+1, ym)]

≤ s[d(xn, xn+1) + d(yn, yn+1)] + s2[d(xn+1, xn+2) + d(xn+2, xm)]
+ s2[d(yn+1, yn+2) + d(yn+2, ym)]

= s[d(xn, xn+1) + d(yn, yn+1)] + s2[d(xn+1, xn+2) + d(yn+1, yn+2)]
+ s2[d(xn+2, xm) + d(yn+2, ym)] . . .+ sm−n[d(xm−1, xm) + d(ym−1, ym)]

≤ [shn + s2hn+1 + . . .+ sm−nhm−1][d(x0, x1) + d(y0, y1)]
≤ shn[1 + sh+ (sh)2 . . .+ (sh)m−1 + . . .][d(x0, x1) + d(y0, y1)]
= shn( 1

1−sh )[d(x0, x1) + d(y0, y1)] → 0 as n→ ∞.

Therefore {xn} and {yn} are b-Cauchy sequences in X. Since X is b-complete, there exist x, y ∈ X such that
xn → x and yn → y as n → ∞. We now prove that x = f(x, y) and y = f(y, x). On the contrary suppose that
x ̸= f(x, y) and y ̸= f(y, x). We now consider

ζ(s3d(f(x, y), x2n+2),M(x, y, x2n+1, y2n+1)) = ζ(s3d(f(x, y), g(x2n+1, y2n+1)),
M(x, y, x2n+1, y2n+1)) ≥ 0,

(4.13)
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where
M(x, y, x2n+1, y2n+1) = max{d(x,x2n+1)+d(y,y2n+1)

2s , d(x,f(x,y))d(x2n+1,g(x2n+1,y2n+1))
1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))

,
d(x2n+1,f(x,y))d(x,g(x2n+1,y2n+1))

1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))
, d(f(x,y),g(x2n+1,y2n+1))d(x,x2n+1)
1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))

,
d(f(x,y),g(x2n+1,y2n+1))d(y,y2n+1)

1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))
, d(x2n+1,g(x2n+1,y2n+1))d(y,y2n+1)
1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))

,
d(x2n+1,f(x,y))d(x,x2n+1)

1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))
, d(x2n+1,f(x,y))d(y,y2n+1)
1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))

,

max{d(x2n+1, f(x, y)), d(f(x, y), g(x2n+1, y2n+1))}}
= max{d(x,x2n+1)+d(y,y2n+1)

2s , d(x,f(x,y))d(x2n+1,x2n+2)
1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))

,
d(x2n+1,f(x,y))d(x,x2n+2)

1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))
, d(f(x,y),x2n+2)d(x,x2n+1)
1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))

,
d(f(x,y),x2n+2)d(y,y2n+1)

1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))
, d(x2n+1,x2n+2)d(y,y2n+1)
1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))

,
d(x2n+1,f(x,y))d(x,x2n+1)

1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))
, d(x2n+1,f(x,y))d(y,y2n+1)
1+d(x,x2n+1)+d(y,y2n+1)+d(x2n+1,f(x,y))

,

max{d(x2n+1, f(x, y)), d(f(x, y), x2n+2)}}.
On taking limit superior as n→ ∞ in M(x, y, xn, yn) and using Lemma 2.7, we have

lim sup
n→∞

M(x, y, xn, yn) ≤ sd(x, f(x, y)).

On letting limit superior as n→ ∞ in (4.13) and using the Lemma 2.7, we have
0 ≤ lim sup

n→∞
ζ(s3d(f(x, y), x2n+2),M(x, y, x2n+1, y2n+1))

= lim sup
n→∞

M(x, y, x2n+1, y2n+1)− lim inf
n→∞

s3d(f(x, y), x2n+2)

≤ sd(x, f(x, y))− s3 d(x,f(x,y))
s ,

a contradiction. Therefore x = f(x, y). Similarly we can prove that y = f(y, x). Therefore (x, y) is a coupled fixed
point of f . By Proposition 4.2, we have (x, y) is a unique common coupled fixed point of f and g in X. □

5 Corollaries and examples

Corollary 5.1. Let (X, d) be a complete b-metric space with coefficient s ≥ 1. f : X×X → X be two maps. Assume
that there exist two continuous functions φ,ψ : [0,∞) → [0,∞) with φ(t) < t ≤ ψ(t) for all t > 0 and φ(t) = ψ(t) = 0
if and only if t = 0 such that

ψ(sd(f(x, y), f(u, v))) ≤ φ(M(x, y, u, v))

where
M(x, y, u, v) = max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), f(u, v))}}, for all x, y, u, v ∈ X.

Then f has a unique common coupled fixed point in X.

Proof . Follows from Theorem 4.1 by choosing ζ(s, t) = φ(t)− ψ(t) for all t, s ∈ [0,∞). □

Corollary 5.2. Let (X, d) be a complete b-metric space with coefficient s ≥ 1. f, g : X × X → X be two maps.
Assume that there exist two continuous functions φ,ψ : [0,∞) → [0,∞) with φ(t) < t ≤ ψ(t), for all t > 0 and
φ(t) = ψ(t) = 0 if and only if t = 0 such that

ψ(sd(f(x, y), g(u, v))) ≤ φ(M(x, y, u, v))

where
M(x, y, u, v) = max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}}, for all x, y, u, v ∈ X.

Then f and g have a unique common coupled fixed point in X.

Proof . Follows by taking g = f in Corollary 5.1. □



Coupled fixed points of generalized rational type Z-contraction maps in b-metric spaces 11

The following is an example in support of Theorem 4.1.

Example 5.3. Let X = [0, 1] and let d : X ×X → R+ defined by

d(x, y) =

{
0 if x = y

(x+ y)2 if x ̸= y.

Then clearly (X, d) is a b-metric space with coefficient s = 2. We define f, g : X ×X → X by

f(x, y) =


x2+y2

16 if x, y ∈ [0, 12 )
1
32 if x, y ∈ [ 12 , 1]
0 otherwise

ζ : R+ × R+ → (−∞,∞) by ζ(t, s) = 99
100s− t, t ≥ 0, s ≥ 0.

Case (i). x, y, u, v ∈ [0, 12 ).

s3d(f(x, y), g(u, v)) = 8[x
2+y2

16 + u2+v2

16 ]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), f(u, v))}}).
Case (ii). x, y, u, v ∈ [ 12 , 1].

s3d(f(x, y), g(u, v)) = 8[ 1
32 + 1

32 ]
2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), f(u, v))}}).
Case (iii). x, y ∈ [ 12 , 1], u, v ∈ [0, 12 ).

s3d(f(x, y), g(u, v)) = 8[ 1
32 + u2+v2

16 ]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), f(u, v))}}).
Case (iv). x, y ∈ [0, 12 ), u, v ∈ [ 12 , 1].

s3d(f(x, y), g(u, v)) = 8[x
2+y2

16 + 1
32 ]

2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,f(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), f(u, v))}}).
Therefore f satisfy all the hypothesis of Theorem 4.1 and (0, 0) is a unique coupled fixed point of f .

The following is an example in support of Theorem 4.3.
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Example 5.4. Let X = [0, 1] and let d : X ×X → R+ defined by

d(x, y) =

{
0 if x = y

(x+ y)2 if x ̸= y.

Then clearly (X, d) is a b-metric space with coefficient s = 2. We define f, g : X ×X → X by

f(x, y) =

{
log(1+x+y)

16 if x, y ∈ [0, 12 )
1
32 if x, y ∈ [ 12 , 1]

and

g(x, y) =

{
xyexy

8 if x, y ∈ [0, 12 )
log(x+ y) if x, y ∈ [ 12 , 1].

ζ : R+ × R+ → (−∞,∞) by ζ(t, s) = 99
100s− t, t ≥ 0, s ≥ 0.

Case (i). x, y, u, v ∈ [0, 12 ).

s3d(f(x, y), g(u, v)) = 8[ log(1+x+y)
16 + uveuv

8 ]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}}).
Case (ii). x, y, u, v ∈ [ 12 , 1].

s3d(f(x, y), g(u, v)) = 8[ 1
32 + log(u+ v)]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}})
Case (iii). x, y ∈ [ 12 , 1], u, v ∈ [0, 12 ).

s3d(f(x, y), g(u, v)) = 8[ 1
16 + uveuv

8 ]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}})
Case (iv). x, y ∈ [0, 12 ), u, v ∈ [ 12 , 1].

s3d(f(x, y), g(u, v)) = 8[ log(1+x+y)
8 + log(x+ y)]2

≤ 99
400 [(x+ u)2 + (y + v)2]

= 99
100 (

d(x,u)+d(y,v)
2s )

≤ 99
100 (max{d(x,u)+d(y,v)

2s , d(x,f(x,y))d(u,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,g(u,v))
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(f(x,y),g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,g(u,v))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(x,u)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

d(u,f(x,y))d(y,v)
1+d(x,u)+d(y,v)+d(u,f(x,y)) ,

max{d(u, f(x, y)), d(f(x, y), g(u, v))}})
Therefore the pair (f, g) satisfy all the hypotheses of Theorem 4.3 and (0, 0) is a unique common coupled fixed

point of f and g.
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